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1
Introduction

Light is the most fascinating part of the electromagnetic spectrum since it is mankind’s
most powerful probe of his environment. This Chapter first gives a very general
introduction to the phenomenon of ‘light’ and its interaction with matter to then focus
on spontaneous emission as a fundamental process of light-matter interaction. We
introduce the fluorescence lifetime as one property of a spontaneous emitter that
depends on and can be controlled by the environment. After acknowledging the giants
on whose shoulders we stand we give a brief description of state of the art techniques
to control various aspects of spontaneous emission to put our work into context. We
conclude with an overview over the content of this thesis.

1.1 Electromagnetic radiation and light
While electric charges create electric fields and electric currents are the sources of
magnetic fields, accelerated charges create electromagnetic radiation, a wave of related
electric and magnetic fields which in vacuum travels at the characteristic speed of light
and varies harmonically in space and time [1, 2]. Throughout this thesis with ‘light’
we refer to the visible part of the electromagnetic spectrum, which spans roughly from
400 to 650 nm in vacuum wavelength or equivalently from about 2–3 eV in photon
energy. It is instructive to remind ourself why it is exactly this energy range that
animals can perceive and plants can harvest. The answer to this question is that the
photon energies of the visible spectrum match the energies of electronic excitations
in molecules. Naturally, there is only a very narrow energy range for biological
processes to happen in. That range has as its upper bound the atomic ionization
energy which is of the order of one Ry, so around 10 eV. The lower bound for the
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1 Introduction

energy range on which biochemical processes can take place is given by the thermal
energy on the surface of our planet, which is about kB T ≈ 25 meV. All processes
happening at these low energies will be largely obscured by thermal noise. Therefore,
the energy range of a few eV, well out of the noisy thermal background and still far
from dangerous ionizing energies, is the range where bio-chemistry works. In other
words, the visible range of electromagnetic radiation is the energy range of electronic
transitions in matter where life happens. Not coincidentally it is the very same energy
range where quantum physics impacts our daily lives in the form of technological
devices: Artificial lighting is increasingly dominated by light emitting diodes and
thereby relies on spontaneous emission. Furthermore, current and future optical data-
storage and communication are based on optical read, write, and transfer processes at or
close to visible frequencies. Understanding and controlling light-matter interaction is
therefore of utmost technological interest. The interaction of light and matter includes
the phenomena of emission and absorption, which are intimately related to each other.
This thesis focuses on the control of spontaneous emission, which is a specific process
of light generation. We therefore now give a brief introduction to spontaneous emission.

1.2 Spontaneous emission and the local density of
optical states

With spontaneous emission we refer to the process of a quantum-mechanical system in
an excited state undergoing a spontaneous transition to an energetically lower lying state
under the emission of a photon. Consider a molecule as a quantum-mechanical system
with a discrete energy level scheme. Furthermore, let the molecule be embedded in a
host material that acts as a thermal bath but does not change the molecule’s electronic
level scheme [3]. For simplicity, we restrict our discussion to only two electronic
states [4]. Vibrational excitations further broaden the electronic states into bands as
sketched in the Jabłoński diagram in Fig. 1.1(a). Assume the molecule is initially in its
ground state at a low level of thermal excitation, denoted as |0〉. After the absorption of
a photon the system populates the both electronically and thermally excited state |3〉.
Via the generation of lattice vibrations that are passed on to the embedding matrix the
system relaxes to a state |2〉 close to the lower edge of the band of excited electronic
states. The molecule now remains in state |2〉 until it decays to a state |1〉 in the band of
electronic ground states, from which it can reach its initial state |0〉 by the emission
of lattice vibrations. We are interested in the time the molecule remains in its excited
state |2〉 before it relaxes under emission of a photon.∗ Since we are dealing with
a quantum-mechanical system, there only is a certain probability per unit time that
the system will decay. This probability per unit time is called the decay rate γ of the
excited state |2〉.

∗It is of course equally valid to ask for the time the molecule remains in its thermally excited state |3〉
before it decays to the state |2〉. It turns out that in practical systems thermal decay processes happen on time
scales that are orders of magnitude faster than the radiative fluorescence process [4], a fact that will prove
integral to our scheme of measuring the lifetime of state |2〉 outlined in Chapter 2.
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Figure 1.1: (a) Jabłoński diagram of a molecule. The two electronic states under
consideration are both broadened into bands by vibrational excitations. Transitions
involving a photon are indicated by the sinuous lines, while ‘dark’ transitions involving
lattice vibrations are drawn jagged. (b) Quantum-mechanical system undergoing a
transition from its initial state |i 〉 to a set of final states

∣∣ f 〉. (c) Illustration of the
transition from an initial state |i 〉 = |e,0〉 consisting of the emitter in its excited state
and no photon, to a set of final states

∣∣∣g ,1ωki
〉 consisting of the emitter in its ground

state and a photon (adopted from Reference [2]).

According to Fermi’s Golden Rule the transition rate γ of a quantum-mechanical
system from an initial state |i 〉 to a set of final states

∣∣ f 〉 as sketched in Fig. 1.1(b) is

γ=∑
f

2π

ħ
∣∣〈 f

∣∣Ĥ |i 〉∣∣2
δ(Ei −E f ). (1.1)

The δ-function ensures that we only consider final states which are allowed by energy
conservation and the interaction operator is in our case the Hamiltonian Ĥ =−µ̂ · Ê
describing the electric dipole interaction, which couples the atom and the radiation field.
It is most important to realize [5] that the states |i 〉 and

∣∣ f 〉 are states of the complete
emitter-radiation system [2]. Therefore, as illustrated in Fig. 1.1(c), the initial state
|i 〉 describes the excited emitter without a photon present, which we write as the state
|e,0〉, where the first symbol denotes the electronic state of the atom and the second
symbol the state of the radiation field.† Accordingly, we can denote the final state of
the transition

∣∣ f 〉 as
∣∣∣g ,1ωki

〉, where the first symbol denotes the emitter in its ground
state and the second symbol indicates that the electromagnetic mode of the embedding
system described by its frequency ω and the wavevector ki is now populated with one
photon. Figure 1.1(c) illustrates that even though only a single electronic ground state
is available the sum in Eq. (1.1) has to be carried out over all photon states ki available
at the transition frequency ω. For a continuum of final states, we can therefore rewrite
Eq. (1.1) as [2, 5]

γ= πω

3ħε0
|µ|2 ρµ(ω,r), (1.2)

†Since the electrons are much lighter than the atomic nuclei the electrons are considered to follow the
vibrations of the molecule practically instantaneously. Under this assumption of adiabaticity, called the
Born-Oppenheimer approximation, the molecule’s wave-function can be separated into an electronic and a
vibrational part [2].
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where we introduced the transition dipole matrix element µ= 〈g
∣∣µ̂ |e〉 describing the

atomic part of the transition. Furthermore, Eq. (1.2) contains the Local Density of
Optical States ρµ(ω,r), first recognized by Sprik et al. [5], which comprises a sum
over all photon states at frequency ω available to an emitter with dipole orientation µ.
Most importantly, the Local Density of Optical States (LDOS) depends on the position
r of the emitter; it describes the density of photon states available at a certain position
of the source. While the molecule’s ground state

∣∣g 〉 is intrinsic to the molecule, given
by the atomic constituents and their interactions, the final state of the transition

∣∣ f 〉, or
rather the density of final states of the radiation field, is a quantity that we can tune by
changing the emitter’s environment. Therefore, if we manage to create an environment
with a large density of photon states at the emitter position and transition frequency, the
excited emitter will decay faster than in an environment with very few photon states
available, where the emitter just has no opportunity to get rid of the energy of the decay
process. Going beyond the rate of the transition, by providing an environment with a
large density of states with a desired k at the transition frequency ω we can increase
the probability of emission into such a favorable state. Therefore, deliberate structuring
of an emitter’s environment allows to control both when light is emitted and where it is
emitted to.

1.3 Spontaneous-emission control on the nanoscale
Historically, we trace the development of spontaneous-emission control on sub-
wavelength scales back to two seminal works. The realization that the decay rate of
a quantum-mechanical system depends on its photonic environment is attributed to
Purcell [6], who suggested in 1946 to boost the transition rate of a nuclear magnetic
moment at radio frequencies by coupling the emitter to a resonator of volume V
and quality factor Q = ω/∆ω, resonant at the transition frequency. Purcell simply
argued that the observed decay-rate enhancement should be the ratio of the density of
states provided by the cavity and that of free space. Since in the cavity there is one
mode per volume V and per Lorentzian frequency band ∆ω and the density of states
of free space is ρvac = ω2

π2c3 [7] the famous Purcell factor describing the achievable
spontaneous-emission rate enhancement by a cavity reads

Fp = 3

4π2

Q

V
λ3. (1.3)

The second historic milestone was set independently by Drexhage, who measured the
spontaneous-emission rate of rare-earth ions as a function of their distance to a mirror
at the end of the 1960s [8]. He found characteristic oscillations of the spontaneous-
emission rate as a function of emitter-mirror distance and thereby established for
the first time experimentally that the decay rate of a spontaneous emitter depends
on the emitter’s position with respect to its photonic environment. Nowadays, both
Purcell’s and Drexhage’s work are well embedded in the framework of cavity quantum
electrodynamics (cQED) in its weak-coupling limit [9, 10].
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During the decades after Drexhage’s work, spontaneous-emission control remained
largely divided between two communities. On the one hand, physical chemists such
as Chance, Prock and Silbey [11], and Lukosz and Kunz [12, 13], were dedicated to
understand molecular fluorescence and molecular radiation patterns near dielectric
interfaces. On the other hand, controlling spontaneous emission in cavities via the
Purcell effect, initially with Rydberg atoms at microwave frequencies, was largely the
realm of atomic physics. A hallmark experiment is the first enhancement of spontaneous
emission of a single atom at GHz frequencies in 1983 by Goy et al. [14]. The inhibition
of spontaneous emission was first observed on the peculiar model system of a single
electron on a cyclotron orbit in 1985 by Gabrielse and Dehmelt [15], immediately
followed by the first demonstration of inhibited spontaneous emission of a single
Rydberg atom by Hulet et al. [16]. For completeness we cannot go without mentioning
that while spontaneous-emission control originated from controlling the lifetime of an
emitter, coupling to a cavity also shifts the emitter’s emission frequency depending on
its distance from the cavity walls [17, 18].

Continuing our brief historical account of cQED, we note that the route of the
atomic-physics community was dominated by the pursuit of two main goals. The first
goal was to move from microwave to optical frequencies. One of the reasons to move
to higher photon energies is that optical modes are practically not thermally populated
at ambient temperature. There is a further difference between microwave and optical
cQED experiments. In microwave cQED the atoms are detected as they leave the
cavity and serve as a probe of the evolution of the field in the resonator. The situation
is reversed in the optical domain where the light field escaping the cavity tells the
observer about the evolution of the atom inside the resonator [10]. The first microcavity
at optical wavelengths was assembled by Martini et al. [19] from two plane mirrors
with a solution of dye molecules in between, an experiment that can be regarded as
the first direct meeting point of the developments started by Purcell and Drexhage
independently.

The second and major goal that has driven cQED forward throughout the decades
has been the desire for ever stronger coupling rates between the emitter and the field
in the cavity. There exists a critical coupling strength beyond which the process of
spontaneous emission becomes reversible and the atom reabsorbs its own photon that
has not left the cavity yet. The process of the emitter cycling between its ground
and excited state by exchanging a photon with the cavity is called vacuum Rabi
oscillation [10] and is the fingerprint of the regime of ‘strong coupling’ in cQED [9].
In the regime of strong coupling the coupled atom-radiation system evolves coherently
and the predictions of quantum mechanics can be tested and its promises harnessed.
Even though cQED with atomic systems in the strong-coupling regime is still going
strong we conclude our short history of cQED in atomic systems with mentioning the
landmark experiment of Thompson et al. who observed the strong-coupling regime
with single atoms at optical frequencies in 1992 [20]. For further reading about cQED
in the weak-coupling and the strong-coupling regime we refer to the most enjoyable
textbooks by Haroche and Raimond [10], and Dutra [9].

To appreciate the promise of nano-optics for spontaneous-emission control we
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1 Introduction

have to remember that the atomic-physics community had been considering a cavity
as a ‘box for light’ [9, 10] in Purcell’s spirit for most of the time. While such a
conventional cavity with an atomic emitter provides an ideal model system to explore
the interaction of light and matter at a most fundamental level, it has some intrinsic
limitations. For instance, since the size of the cavity has to be at least half a wavelength
there is a strict lower bound on the mode volume. Light-matter coupling strength can
only be boosted further by increasing the quality factor of the cavity, which naturally
means an extremely narrow band of operation. In general, it seemed that an impact of
cQED on real-world devices outside a tightly-controlled laboratory environment would
remain elusive. Three major game changers have brought spontaneous-emission control
outside the realm of atomic physics and into the solid state. First, III-V materials have
emerged as the material of choice to realize quantum devices in the weak-coupling
and strong-coupling regime, due to their excellent electrical and optical addressability
and spin-coherence properties [21]. Second, the proposal of the photonic bandgap
by Yablonovitch [22] and John [23] in 1987 brought the possibility of spontaneous-
emission control in the solid state to the fore. The community realized that cQED not
only provides a playground to test our understanding of the oddities of quantum physics
in the strong-coupling regime but already in the weak-coupling limit is powerful enough
to turn solid-state light sources like LEDs and ultra-low-threshold lasers into mass-
produced devices [24, 25] and boost the efficiency of solar cells [22]. The third major
development is the advent of nanotechnology that offers the opportunity to structure
matter and thereby the LDOS on length scales comparable to and even much smaller
than optical wavelengths in many different material systems [26]. There exists an
entire zoo of micro- and nanostructures that allow an amazing control of spontaneous
emission. In the following, we will first give a short overview over dielectric structures
and both their achievements and limitations regarding spontaneous-emission control.
We are then prepared to turn our attention to plasmonic nanostructures, which are
mainly in the focus of this thesis.

1.3.1 Dielectric micro- and nanostructures
Photonic crystals. Photonic crystals have become one of the major devices for
controlling spontaneous emission in condensed-matter systems [32]. Photonic crystals
are periodic arrangements of dielectric scatterers for light, in full analogy to the crystal
lattice forming a periodic scattering potential for electrons [33]. A scanning-electron
micrograph (SEM) of a three-dimensional photonic crystal is shown in Fig. 1.2(a). At
the edge of a silicon wafer arrays of holes have been drilled in orthogonal directions to
create the periodic scattering potential for light [27, 28]. Photonic crystals have found
wide use in the context of spontaneous-emission control [32]. Due to interference of
the fields scattered by the periodic structure energy bandgaps form, corresponding
to frequencies which cannot propagate inside the photonic crystal since their fields
destructively interfere. Therefore, the decay of a spontaneous emitter located inside a
photonic crystal with a transition energy falling into the bandgap of the surrounding
structure will be inhibited while a decay-rate enhancement is expected close to the
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quantum-wells
bragg-mirror

a b

c

d

Figure 1.2: (a) 3D photonic-bandgap crystal fabricated in silicon by drilling two
perpendicularly oriented arrays of holes into a wafer. Scalebar denotes 4 µm (fabricated
by the Complex Photonic Systems group at the University of Twente in collaboration
with groups in Dutch industry (ASML, TNO, Philips), see References [27, 28]).
(b) Micropillar cavities confining an optical mode in three dimensions by Bragg mirrors
in the vertical direction and the pillar-shape in the radial direction (image courtesy
of Monika Emmerling, Adriana Wolf, and Prof. Stephan Reitzenstein, Department of
Applied Physics at the University of Würzburg. See References [29, 30]). (c) Schematic
of VCSEL. The structure consists of epitaxially grown multi-layers sandwiched
between Ohmic contacts. Two oppositely doped Bragg mirrors confine the lasing
mode to the region of the quantum wells, where carriers are confined and effectively
recombine (adopted from Reference [25]). (d) SEM micrograph of silver nanoparticles
arranged in a chain. These plasmonic nanoparticles strongly scatter light and can be
used to confine propagating radiation (scalebar denotes 500 nm, image courtesy of
René de Waele, see Reference [31]).

band edge. Suppression and enhancement in three-dimensional photonic crystals has
been observed across a bandwidth of ∆ω

ω ≈ 10% of the optical emission wavelength by
Lodahl et al. [34]. Recent fabrication advances produced 3D photonic crystals in which
decay rates of emitters close to and within the photonic bandgap differ by an order
of magnitude [35]. While the fabrication of three-dimensional photonic crystals is a
challenge on its own [36, 37], the available mature planar processing techniques have
produced two-dimensional photonic crystals of superior quality. Dramatic suppression
of spontaneous emission by almost two orders of magnitude has been reported in 2D
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photonic crystals [38]. Since for frequencies within the photonic bandgap a photonic
crystal acts as a mirror, a cavity can be formed by surrounding a region with a photonic
crystal or, in other words, creating a defect within the crystal [32, 39]. Photonic
crystals rely on Bragg scattering, so the fields and therefore also the LDOS vary on
length scales of λ/2. Therefore, photonic-crystal cavities, just like conventional mirror
bounded cavities, can be reduced to approximately λ3 in volume and Q-factors of the
order of 104 have been achieved [39]. When a spontaneous emitter, like a quantum
dot, is incorporated into such a defect its spontaneous-emission rate can be strongly
enhanced [32]. The enhancement of the fraction of photons emitted into the cavity
mode, called β-factor, was used to construct a photonic-crystal-cavity laser already
in 1999 by Painter et al. [40]. Cavities in two-dimensional photonic crystals with
embedded emitters are sturdy and small devices in which cQED can be studied in the
solid state even in the regime of strong coupling [41].

Other dielectric photonic structures. Besides photonic crystals there exists a
plethora of other dielectric structures to tailor light-matter interaction. We use their
dimensionality to roughly order the presented systems. Zero-dimensional micropillar
cavities are conceptually closely related to photonic-crystal cavities [42]. While 2D
photonic-crystal cavities use Bragg reflection for confinement in two dimensions
and total internal reflection in the third, micropillar cavities reverse the roles of
the employed confinement mechanisms and confine radiation between two Bragg
mirrors in a pillar [43]. A SEM micrograph of micropillar resonators fabricated in
III-V semiconductor material is shown in Fig. 1.2(b). Epitaxial techniques allow
layer-by-layer growth with atomic precision to yield Bragg mirrors of superior
quality. The pillars are etched out of the stratified substrate in a second processing
step [29]. Micropillar cavities have been used to enhance the rate of spontaneous
emission by a factor of five in the first demonstration by Gérard et al. [43] and
soon reached the regime of strong coupling [29]. Zero-dimensional confinement
can furthermore be achieved in dielectric microspheres and microtoroids that can be
relatively easily fabricated with such extraordinary quality that Q-factors in excess of
106 are considered to be routine [39]. Such whispering-gallery-mode systems have
been used to tailor spontaneous emission of fluorescing dye molecules [44] and to
construct microlasers [45].

Moving on from 0-D structures, confinement of optical modes in one dimension
is technologically crucial for optical communication [46]. Next-generation optical
data-transfer and data-processing systems require single-photon sources efficiently
interfaced with optical waveguides [47]. Therefore, the direct coupling of quantum
emitters to dielectric waveguides is currently heavily investigated [48] and β-factors
in excess of 85% have been reported to date [49]. A strongly directional and highly
efficient single-photon source can be engineered by coupling a quantum emitter to a
cleverly terminated 1D-waveguide with a tightly confined mode [50]. Furthermore,
employing an elliptically shaped truncated 1D-waveguide such a microscopic ‘photon
gun’ can control the polarization of spontaneous emission to a degree of 95% [51].

Increasing dimensionality further, layered 2D media do not provide emission rate
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1.3 Spontaneous-emission control on the nanoscale

enhancements beyond factors of about two as a consequence of the poor confinement
of photonic modes. However, stratified media are potentially useful in microscopy
applications, as they allow to create inexpensive substrates that control collection
efficiency. A simple stack of only a few stratified layers of dielectric materials
was shown to yield near-unity collection efficiency for emission of a single oriented
molecular source by Lee et al. [52]. Technologically, layered photonic structures
currently have the largest impact on our daily lives. In vertical-cavity surface-emitting
lasers (VCSELs), multi-layers with high reflectivity form cavities that enable low-
threshold lasing by designs directly inspired by cQED and put to work in mass
produced devices [25, 53]. A schematic of a typical VCSEL design is drawn in
Fig. 1.2(c). Epitaxially grown semiconductor multilayers form Bragg mirrors to define
an optical mode within the device. One of the mirrors is made from p-doped material,
the other one from n-doped material. Thereby, carriers injected via Ohmic contacts can
be transported to the quantum wells in the center of the device, where they recombine
under photon emission into the cavity mode. Closely related are resonant-cavity LEDs
which harness the Purcell effect to boost extraction efficiencies from notoriously high-
index semiconductor devices, a design that has turned LEDs into light sources of
record-high efficiencies [54].

Finally, we note that ‘perfect order’ as a design criterion is not required. Another
class of dielectric photonic structures are disordered materials, which are essentially
random assemblies of high-index grains. The LDOS within three-dimensional random-
scattering materials exhibits drastic variations, which have been observed by embedding
fluorescing sources and measuring the Purcell effect [55]. Decay-rate enhancements
up to a factor of eight have been demonstrated in strongly scattering samples [56].
Random-scattering materials with embedded sources can furthermore exhibit gain [57]
and random lasing [58]. Random scattering in two dimensions, created by deliberately
disordering a 2D photonic crystal, has been used to enhance the spontaneous-emission
rate of a single-photon source by a factor of 15 [59] and funnel 95% of the emitted
photons into the chosen optical mode.

1.3.2 Metallic nanostructures
In dielectric structures electric fields and therefore also the LDOS always vary on
length scales comparable to the wavelength in the medium. Metallic nanostructures,
in stark contrast, can confine fields to sizes well below the wavelength. A typical
plasmonic nanostructure is depicted in Fig. 1.2(d). The SEM micrograph shows a chain
of plasmonic nanoparticles, each with a diameter of 50 nm, that have been used to
controllably transport and focus light [31]. The initial milestone on the way to truly
sub-wavelength optics was set by Ebbesen et al. with their work on the transmission of
light through arrays of sub-wavelength sized holes in metal films [60], which initiated
the field of plasmonics [44, 61–63]. In metallic structures the free-electron gas strongly
interacts with the light field giving rise to polaritonic charge-density waves termed
plasmon polaritons [2]. John gives a strikingly simple argument why metals interact
so strongly with light [64]: The classical wave equation can be brought into a form
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resembling the time-independent Schrödinger equation

−∇2E+∇(∇·E)− ω2

c2 εfluct(r)E = ε0
ω2

c2 E.

The ‘potential’ is given by the dielectric contrast −εfluct(r)ω
2

c2 and the average dielectric

constant ε0
ω2

c2 plays the role of the energy eigenvalue, where both potential and
eigenvalue are scaled with the square of the wavenumber. Clearly, bound states
only exist for negative εfluct whereas photon states in dielectric structures are always
propagating, i.e., have energy above the potential. Localization in dielectric structures
hence always requires interference [64].‡ The large (negative) epsilon of metals
furthermore gives rise to surface plasmon polaritons, charge-density oscillations at a
metal-dielectric interface, with a wavelength significantly shorter than the free-space
photon wavelength in order to satisfy the boundary conditions at the interface [2].
In turn, the fact that the plasmon wavelengths can be much smaller than λ means
that large Purcell factors can be achieved without requiring high quality factors at all.
Indeed, one enormous strength of plasmonic resonators is their strong interaction with
optical fields in extremely small volumes with modest to low quality factors on the
order of ten, which makes them extraordinarily broad-band [65] and ideally suited to
control spontaneous emission of ubiquitous broad-band emitters like dye molecules
and semiconductor nanocrystals [66].

Interestingly, plasmonics currently unites the field of quantum optics with single-
photon sources with the field of single-molecule microscopy and manipulation, which
we encounter in detail in Chapter 2. This joining of fields is especially evident
in a set of landmark experiments that strongly motivates the work reported in this
thesis. The main question we target is how we can control how fast and where to a
photon is emitted simply by placing the excited source judiciously inside a plasmonic
nanostructure. A ground-breaking achievement in spontaneous-emission control with
plasmonic nanostructures was the controlled coupling of a single quantum emitter to
an optical antenna on a scanning probe by Farahani et al. [67], Kühn et al. [68] and
Anger et al. [69]. The large gain achievable with plasmon antennas is evident from the
decay-rate enhancement by a factor of 20 observed together with an equal enhancement
in brightness by Kühn et al. Most importantly, these achievements relied on the precise
positioning of the emitter with respect to the nanophotonic structure to within about
λ/10.

1.4 Motivation and overview over this thesis
As shown in the previous section, structuring and engineering of the LDOS on a sub-
wavelength scale offers a plethora of opportunities to tailor light-matter interaction.
The first observations of the controlled coupling of a spontaneous emitter to a truly

‡Also in photonic crystals light propagation is halted by dielectric media due to the periodicity of the
structure.
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nano-optical structure [67–69] affirm the notion that a precise spatial positioning
of the emitter with respect to the nanostructure is indispensable in order to harness
the promise of plasmonics. The results furthermore raise the question if drastically
different emission properties can be achieved simply by changing the position of the
emitter, possibly by only a sub-wavelength distance, with respect to a nanophotonic
structure. Therefore, this thesis targets the question how the rate and directionality of
spontaneous emission can be controlled by positioning an emitter with respect to its
photonic environment.

In order to address this question we have developed an experimental setup that
is able to map the LDOS of any planar sample. Chapter 2 introduces the techniques
of single-molecule spectroscopy and scanning-probe microscopy and details our
experimental apparatus. Our strategy to map the LDOS relies on a combination of
fluorescence-lifetime imaging and scanning-probe microscopy. We attach a fluorescent
source to a scanning probe and move it with sub-wavelength precision over a sample
while continuously monitoring the decay rate.

A first demonstration of the developed technique is presented in Chapter 3 where we
map the LDOS of a noble-metal nanowire. By judiciously positioning the fluorescent
source with respect to the wire we demonstrate both repeatable and reversible temporal
control over spontaneous emission and furthermore funnel a significant fraction of the
emitted light into a guided plasmonic excitation of the wire.

A significant part of this thesis is concerned with the theoretical modeling of
nanophotonic systems. Therefore, Chapter 4 gives an overview over the theoretical
framework that was applied in the subsequent Chapters. We review the coupled-dipole
model and emphasize its application in the context of nanoplasmonics and spontaneous-
emission control. We put special emphasis on the radiative damping experienced by
any strongly scattering system to prepare the ground for the subsequent Chapters.

In Chapter 5 we investigate the LDOS in the vicinity of plasmonic meta-molecules.
We use a focused electron beam as a localized source to spatially map the LDOS. Our
experiments reveal a peculiar spatial redistribution of the LDOS with frequency. Our
theoretical treatment exploits the symmetry of the plasmonic meta-molecules to unveil
the intimate relation between scattering and the LDOS.

With the insight gained on systems of coupled strong scatterers we turn our attention
to their behavior in hybrid photonic systems. In Chapter 6 we theoretically pursue the
idea of a spontaneous emitter coupled to an optical antenna immersed in a much larger
background system. While the nano-antenna modifies the LDOS on a length scale
drastically smaller than the wavelength we consider background systems that modulate
the LDOS on a wavelength scale. Our analysis identifies the scattering strength of
the antenna to govern a truly counter-intuitive behavior. Surprisingly, an enhanced
LDOS offered by the background system spoils the enhancement provided by a strongly
scattering antenna.

Finally, in Chapter 7, we put our predictions from the previous Chapter to the test
in the laboratory. To this end we couple dye molecules to strongly scattering optical-
antennas. We return to the roots of our field by performing a Drexhage experiment
with such a ‘superemitter’ to indeed find the predicted counter-intuitive behavior.
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2
Experimental Setup and Techniques

This Chapter describes the technical aspects of the scanning-emitter
fluorescence-lifetime imaging microscope that was developed for this
thesis. Our experimental setup, which is the combination of a conventional
fluorescence-lifetime imaging microscope and a scanning near-field
microscope, is detailed regarding the choice of individual components
and their assembly. At hand of our own measurements we illustrate
the employed techniques while at the same time benchmarking the
performance of our setup. Furthermore, we give an overview of the
achievements of the community towards a fluorescent scanning LDOS
probe thus far and review promising fluorescing sources for our purpose.
This Chapter is therefore intended both as a review of our field and a
technical reference for the remainder of this thesis.

2.1 Fluorescing molecules as local probes
This thesis is devoted to studying the Local Density of Optical States (LDOS) in
nanophotonic systems. These systems have characteristic dimensions smaller than
the wavelength of light and they modulate the LDOS on sub-wavelength scales [1].
The decay rate of a spontaneous emitter is an unambiguous measure for the LDOS at
the source position [2]. Since we want to measure the LDOS in complex solid-state
photonic systems we require a source of spontaneous emission that can be embedded
in a solid host material while retaining its internal structure. Fluorescent dye molecules
have been proven to be ideal for this purpose [3]. Already the very first reports on the
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optical detection of single molecules [4] recognize the potential of a single molecule as
“a truly local probe addressable by the macroscopic light field” [5]. During the last two
decades the field of single-molecule fluorescence spectroscopy [6] has developed at an
enormous pace [7], making it a mature technology [8] and an indispensable tool for a
variety of disciplines as diverse as the life-sciences [9] all the way to most fundamental
quantum optics [10]. Thanks to the development of a variety of suitable excitation light
sources and single-photon detectors [11] spectroscopy and lifetime measurements of
few or single molecules at ambient conditions have become routine [12].

For our goal of studying the LDOS on sub-wavelength scales conventional
diffraction-limited imaging is insufficient [13, 14]. The diffraction limit in optical
imaging has first been broken with scanning-aperture techniques [15], which were soon
applied to localize and characterize the orientation of single fluorescent molecules [16].
Arguably the first observation of the impact of the LDOS on the decay rate of a single
molecule stems from the interrogation of fluorescing molecules under illumination by
a scanning probe [17]. Since then, scanning probes have been employed to redirect
emission of single emitters [18] and control their polarization [19, 20]. Brightness [21]
and decay rate of single emitters were enhanced by approaching sub-wavelength
scatterers attached to [22] or moved by pushing with a scanning probe [23]. Naturally,
the next challenge has been to reverse the system and illuminate the sample with
a sub-wavelength sized fluorescent source attached to a scanning probe [24–28].
In fact, the dream of interrogating a sample with a truly point-like scannable light
source [29, 30] has been pursued since the advent of the near-field microscope [15].

Mapping the LDOS of a planar sample by measuring the lifetime of a fluorescent
source attached to a scanning probe as it is scanned across the sample surface is an
outstanding challenge and the overall goal to reach with the setup developed for this
thesis. Since the LDOS is a local quantity [2], three requirements have to be met in
order to map it spatially with a source attached to a scanning probe [31]: First, we
require a source of spontaneous emission that is confined to a volume smaller than the
length scale on which the LDOS varies in the system under study. Second, we need to
move the LDOS probe relative to the sample with a precision better than the length
scale of LDOS variation. Finally, we need to measure the source’s decay rate while it is
located where the LDOS is to be measured. These three requirements set the boundary
conditions for our experimental setup. This Chapter introduces the building blocks
that were combined to map the LDOS of planar samples on a sub-wavelength scale.
Despite the fact that fluorescence-lifetime imaging and scanning-probe microscopy are
both standard techniques we discuss them in great detail as a service to the uninitiated
readers. At the same time, we illustrate the techniques at hand of measurements taken
with our own setup. These measurements thereby serve as a benchmark and a reference
for the later Chapters to make our experimental procedures fully transparent.

In Section 2.2 we introduce the technique of fluorescence-lifetime imaging mi-
croscopy to then detail our experimental apparatus and data-analysis technique. We
discuss sources of spontaneous emission in Section 2.3 with special emphasis on their
suitability to measure LDOS, and then turn to the scanning-probe part of our setup in
Section 2.4.
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2.2 Fluorescence-lifetime imaging
Fluorescence-lifetime imaging microscopy (FLIM) forms a spatial image of a sample
where instead of intensity the lifetimes of the emitting sources in the specimen are
mapped [14]. The method of choice to measure lifetimes in the ns range of few to
single emitters is Time-Correlated Single-Photon Counting (TCSPC) [12]. As the
acronym implies, even when performed on an ensemble of emitters, TCSPC relies
on the precise detection of the arrival time of single photons. Practically all modern
methods of FLIM combine TCSPC with confocal fluorescence microscopy [32] in
order to gain both temporal and spatial resolution. This Section describes our confocal
FLIM setup. We follow the light path through the system, sketched in Fig. 2.1, starting
from the excitation source, continuing with the confocal imaging system to finally
reach the detectors for the emitted fluorescence.

2.2.1 Excitation light source
Measuring fluorescence lifetimes using TCSPC relies on the precise measurement
of the time elapsed between excitation of a fluorescent system and detection of the
subsequently emitted photon [12]. Accordingly, the excitation light source must emit
light pulses much shorter than the lifetime of the emitter under study. At the same
time the repetition time of the excitation source should be significantly longer than the
lifetime of the emitter to make sure that the fluorophore has decayed before the arrival
of the subsequent pump pulse.

Light sources with duty cycles and repetition rates suitable for fluorescence-lifetime
measurements have become readily available since the development of mode-locked
lasers [33] which are currently increasingly replaced by cheaper laser diodes [34]. The
source employed for all lifetime measurements in this thesis is a mode-locked diode-
pumped Nd:YVO4 laser manufactured by Time-Bandwidth Products with a repetition
rate of 10 MHz emitting at 1064 nm. The laser output is frequency doubled by focusing
through a non-linear KTP-crystal. The infrared component is then transmitted by a
dielectric mirror and safely dumped while the 532 nm second-harmonic component is
used to pump the emitters. We furthermore use a short-pass filter (D535/50x, Chroma
Technology) to exclude any remaining IR-signal in the pump beam. In the green, the
pulse duration is about 10 ps at a time-averaged power of about 30 mW. Our laser
source is ideally suited to excite a broad range of readily available fluorescent dyes
with lifetimes typically around 1 to 10 ns as well as semiconductor quantum dots with
lifetimes typically around tens of ns. In the sketch of our setup in Fig. 2.1 we have left
out the frequency-doubling components and the sketched laser beam is therefore only
the 532 nm component entering the experiment. We can either send the collimated laser
beam into the back-aperture of the used microscope objective to obtain a diffraction-
limited laser spot in the focal plane of the objective. Alternatively, the movable epi-lens
can be flipped into the beam path to focus the laser into the back-focal plane of the
objective which ideally leads to a collimated beam illuminating the sample. In practise,
we obtain an illuminated area of about 20 µm in diameter.
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2.2.2 Confocal fluorescence microscope
Our setup is based on an inverted microscope (Ti-2000, Nikon) and is sketched in
Fig. 2.1. For quick and easy inspection the sample can be illuminated in wide-field mode
by a thermal white-light source (WL in Fig. 2.1) via a beam-splitter (BS). The light
reflected and scattered by the sample is collected with the same objective, passes the
beam-splitter and with the rotatable mirror (M1) the image created by the tube-lens is
focused on the CCD camera (DS-Qi1Mc, Nikon). Our camera uses a thermoelectrically
cooled Sony ICX285 CCD chip that provides up to 65% quantum efficiency around
500 nm and above 30% up to 725 nm at low read-out and dark noise. The magnification
of the microscope is given by the ratio of the focal lengths of the objective and of the
tube-lens ( fTL = 200mm). The tube-lens is fixed inside the microscope body and the
magnification is chosen via the used objective.

In fluorescence microscopy, instead of using the scattered illumination light to
form an image of a sample, one uses the fluorescent light emitted by the specimen [7]
upon laser excitation. Since the typical absorption cross-section of a fluorophore is
around σabs ≈ 10−20 m2 even in a diffraction-limited spot about 108 pump photons are
necessary to excite the emitter [7, 14], such that pump light is present in abundance.
The Stokes shift exhibited by practically all fluorophores embedded in a solid matrix
provides a convenient way to spectrally separate the fluorescent from the pump light
with a color filter [14]. A first spectral selection is made by the dichroic beam-splitter
(DC, 565DCXT, Chroma Technology), which reflects the laser wavelength into the
objective but transmits only the red-shifted fluorescence wavelength. An additional
long-pass filter (LP, E590LPv2, Chroma) transmits only fluorescent light with an
extinction ratio exceeding 106 such that the pump wavelength is in total suppressed by
more than 8.5 orders of magnitude on the way to the detector.

When the photon detector of choice is not a pixelated array like a CCD camera it
becomes necessary to form a spatial image by scanning the sample point after point
with the detector. In a confocal setup an image of the sample is formed in a plane
where a pinhole is located which is subsequently imaged onto the detector. Now
the specimen is scanned and an image of the whole sample is generated point after
point [1, 13]. In our setup, the pump laser is focused to a diffraction-limited spot on the
sample when the epi-lens is removed. With the rotatable mirror (M1) flipped to the left
port in Fig. 2.1, the fluorescence signal passes a collimating lens (CL, fCL = 150mm).
With the flip-mirror (M2) and the removable beam-splitter (BS2) removed from the
path, the signal is focused onto an avalanche photodiode (APD1, id100-20 ULN, ID-
Quantique) by a lens with focal length fAPD = 30mm. Therefore, for a 100× objective
the magnification between the sample and the APD is 20. The small size of the active
area of the APD being 20 µm the detector itself in our case functions as the pinhole
which has to be confocally imaged onto the point where the pump laser illuminates
the sample. The resolution of our microscope is determined by the diffraction limit
at the pump wavelength. The APD is connected to an electronic circuit and finally to
a computer to determine the number of detected photons. The sample can be raster
scanned with a piezoelectric stage (P-542.2CL, Physik Instrumente GmbH) to obtain
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Figure 2.1: Sketch of our fluorescence-lifetime imaging microscope. The sample is
mounted on a scanning stage and can be illuminated by a thermal white-light source
(WL) or a laser. A rotatable mirror (M1) is used to either image the sample on a
CCD camera via the tube-lens ( fTL = 200mm) or send the light to the collimating
lens ( fCL = 150mm). With the flip mirror (M2) in place the sample is imaged ( fCL =
150mm) onto the entrance slit of a grating spectrograph ( fspec = 50mm). Alternatively,
with M2 removed, the light arrives to a Hanbury Brown-Twiss setup, where time-
resolved detectors (APD1 and APD2, fAPD = 30mm) behind a beam-splitter (BS2)
allow correlation measurements. The beam-splitter BS2 can be removed for simple
FLIM on APD1. The APDs are connected to a TCSPC card which is connected to a
PC together with all other detectors.

an image. With the removable beam-splitter (BS2) in place the two APDs (APD1,
APD2) form a Hanbury Brown-Twiss setup that allows photon-photon correlation
measurements [35]. Furthermore, when the flip-mirror (M2) is in the beam path, a
lens with focal length fspec = 50mm images the sample on the entrance slit of a grating
spectrograph (SpectraPro 2300i, Acton Research) equipped with a thermo-electrically
cooled Si-CCD image sensor (PIXIS:100B, Princeton Instruments) allowing spectral
characterization of the detected light.

To illustrate the principle of confocal fluorescence microscopy by way of example
and demonstrate the performance of our setup we show a representative measurement
in Fig. 2.2. The sample is a glass coverslip onto which silver nanowires with nominal
diameter of 300 nm have been spun from a solution (SLV-NW-300, Blue Nano Inc.).
In a second step, a solution of polystyrene beads (F-8801, Invitrogen) with nominal
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Figure 2.2: (a) Sample under white-light epi-illumination. A silver nanowire lying
horizontally scatters strongly and shows up brightly. Polystyrene beads on the sample
are barely visible as dark spots. (b) Confocal fluorescence-intensity image of same
sample as in (a). Fluorescing beads show up as diffraction-limited bright spots.
(c) Decay traces of fluorescence signal from two bright spots marked in (b). Black
squares are data from fluorescing bead marked with white rectangle in (b), while red
diamonds correspond to bright spot marked with dashed box in (b). (d) Fluorescence-
lifetime image of area shown in (b) where false color indicates lifetime of signal
collected in different pixels. The lifetime of pixels holding less than 1000 photons was
clamped to zero. The fluorescing bead marked with the dashed box in (b) and located
in vicinity of the nanowire, as seen from comparison with (a), has a reduced lifetime
compared to its isolated neighbors, as already established in (c).

diameter 100 nm was spun onto the sample. The beads are infiltrated with fluorescing
dye molecules with an emission maximum at 620 nm. Figure 2.2(a) shows a camera
image of the sample under white-light epi-illumination. The dominant signal is the
light scattered by an Ag nanowire lying horizontally in the upper half of the image. The
polystyrene beads are barely visible as dark spots in the white-light image. The negative
contrast of the beads is caused by destructive interference on the camera of the light
scattered by the bead with the light reflected from the sample surface [36]. Imaging the
fluorescence of the area depicted in Fig. 2.2(a) confocally with an excitation power of
0.3 µW leads to the image shown in Fig. 2.2(b). As expected, only the polystyrene beads
fluoresce. Comparing the signal received from a fluorescing bead to the average number
of roughly 4 background counts in a pixel yields a signal to noise ratio exceeding 500 in

30



2.2 Fluorescence-lifetime imaging

Fig. 2.2(b). This background signal of several 100 Hz is dominated by the light level in
the laboratory and can be easily reduced to a few 10 Hz by covering the sample, which
is however unfeasible when operating the scanning probe, where a full enclosure would
be necessary. At the sub-µW pump powers used in our experiments auto-fluorescence of
conventional glass substrates and the optical components in our setup plays a negligible
role.

2.2.3 Time-correlated single-photon counting
The technique of TCSPC measures the lifetime of a spontaneous emitter by determining
the time delay τ= td − t0 between its excitation with a short light pulse at t0 and the
detection of the emitted fluorescent photon at td [12]. The thermo-electrically cooled
silicon APDs (id100-20 ULN, ID-Quantique) in our setup are single-photon detectors
with a timing resolution specified as 40 ps. The single-photon detection probability
peaks at 35% around 500 nm and falls below 15% for wavelengths longer than 700 nm.
The major strength of our APD is its extremely low dark-count rate of less than
2 Hz. This low dark-count rate together with the insensitivity of the temporal response
function against count rate discriminates our APDs against the popularly used Perkin
Elmer SPCM-AQR with its exceptional quantum efficiency of up to 65%.

One important restriction of all single-photon detectors is their dead time after a
detection event [11]. The dead time of our APDs is specified as 50 ns. Since fluorescent
photons arriving during the detector dead time are not accounted for, one would, at high
detection rates, preferentially measure photon events which arrive early after the pump
pulse. In order to perform a valid measurement without photon-counting statistics
skewed to short times it is therefore necessary that the time between subsequent
detection events is much longer than the dead time of the detector. We typically aim at
photon detection rates at least a factor 10 lower than the repetition rate of our laser, in
order to have practically negligible probability of missing a photon due to the detector
dead time. The arrival times of the pump pulses are measured by splitting a small part
of the pump beam off and sending it to a reference diode with precise timing. We
employ a trigger diode (OFC-402, Becker & Hickl GmbH, ref. in Fig. 2.1) for the
purpose of measuring the arrival times of the pump pulses, which we also refer to as
reference pulses. Both detectors, the reference trigger diode and the APD detecting
the fluorescence photons, are connected to a timing card (DPC 230, Becker & Hickl
GmbH), which records the time stamps of every single reference and fluorescence event.
The fact that we have at least ten times as many reference events than fluorescence
photons would lead to a huge data load to be processed and stored. This problem
is commonly solved by only processing the reference events directly following the
detection of a signal photon [12]. Since the repetition rate of modern pulsed lasers is
extremely stable, especially regarding the pulse-to-pulse variation, it is possible to infer
the time delay between an excitation pulse and the emission of a fluorescent photon
from the time between the fluorescent photon and the subsequent pump pulse. A very
special feature of our timing card is that besides performing conventional TCSPC it can
store the absolute arrival times of signals in up to 16 channels simultaneously without
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any mutual dead times. The absolute-timing mode of the card makes it most versatile to
measure photon-photon correlations from sub-ns timescales, as necessary for lifetime
or bunching/anti-bunching measurements on fluorophores, up to ms timescales as
encountered in fluorescence-correlation spectroscopy (FCS) characterizing diffusion
times of fluorophores in liquid media [37].

To illustrate the working principle of FLIM and the performance of our setup at
hand of an example we return to Fig. 2.2. FLIM is naturally done in parallel with
confocal fluorescence imaging. The signal forming the fluorescence-intensity image,
like in Fig. 2.2(b), is simply the number of photons collected on each position of the
sample. Since each of the collected photons is recorded with its arrival time with
respect to the following excitation pulse one can build a decay trace for each position
on the sample. In Fig. 2.2(c) we show two such decay traces. The black squares in
Fig. 2.2(c) show a histogram of the arrival times of the photons collected from the bead
marked with the white square in the center of Fig. 2.2(b) as a function of time delay
between the excitation pulse and their detection. Note that the number of decay events
in Fig. 2.2(c) is plotted on a logarithmic scale. Before leveling off at the background
level at long time delays, the decay curve follows a straight line with the slope being
the fluorescence lifetime. A more detailed explanation of the functional form of the
decay trace will be given in the following Section 2.2.4. The decay curve depicted by
the red diamonds in Fig. 2.2(c) are the photon events collected from the top-most bead
in Fig. 2.2(b), marked with the dashed box, and located in close proximity to the Ag
wire [cf. Fig. 2.2(a)]. From the decay trace of the bead on the wire [Fig. 2.2(c), red
diamonds] we can immediately judge that the excited molecules in that bead decay
faster than those in the isolated bead [Fig. 2.2(c), black squares].

We apply the principle just illustrated for two positions on the sample to the whole
scan of Fig. 2.2(b) and fit a decay trace to the photon events in every individual pixel
to arrive at the fluorescence-lifetime image in Fig. 2.2(d), where we have clamped
the lifetime of pixels holding less than a fixed number of photons to zero. We can
immediately see that all fluorescing beads exhibit the same lifetime, except the one that
was found in close proximity of the metal nanowire. It has been shown that metallic
nanowires possess an enhanced LDOS in sub-wavelength vicinity of their surface [38–
40]. Our fluorescence-lifetime image in Fig. 2.2(d) therefore clearly confirms that the
fluorescing bead is located within the spatially tightly confined LDOS enhancement of
the nanowire.

2.2.4 The maximum-likelihood fitting procedure
The decay traces in Fig. 2.2(c) hold temporal information about the decay of the
molecules in the fluorescing beads used in the experiment. This Section describes how
we fit a physical model to the measured data to extract quantitative information.

The number of detected photons at a certain time t after exciting the system at
t0 = 0 is proportional to the probability of the system to still be in its excited state at
time t . If the decay rate γ of the system is a constant the functional dependence of the
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decay trace must read
FA,B ,γ(t ) = A exp[−γ t ]+B , (2.1)

with the proportionality constant A given by the experimental circumstances and B
describing background counts uncorrelated to the excitation laser. Our goal in this
Section is to determine the decay rate γ, or its inverse the lifetime τ, of the excited
state of the emitter from the measured decay trace D(t ). It is well known that the
low count rates encountered in single-emitter and few-emitter experiments require
special care regarding the fitting procedures to extract decay parameters [14]. For
example, a least-squares fitting procedure is not applicable [41]. Nevertheless, very
few publications in the field of spontaneous-emission control report how lifetimes were
precisely extracted from the measured data. The treatment given here largely follows
Reference [42].

We refer to the measured data-set as {D(ti )} from now on to make clear that it
is actually a set of discrete data-points. A specific D(ti ) is the number of photons
detected in time bin i ∈ {1, . . . , N }, which lasts from (i −1)∆t until i ∆t where ∆t is
the constant bin size and the total measurement time is N∆t . It is clear that given
the noisy measured data-set at hand it will be impossible to find a set of parameters{

A,B ,γ
}

such that FA,B ,γ(ti ) = D(ti ) for all ti . However, a sensible approach is to find
the parameter set

{
A,B ,γ

}
for which the probability of obtaining the measured data-set

{D(ti )} is maximized. Accordingly, the term ‘maximum-likelihood approach’ has been
coined for this procedure.

Our first task in finding the most likely set of parameters
{

A,B ,γ
}

is to find
an expression for the probability to measure a certain set of N data-points {D(ti )},
assuming that the true ‘noiseless’ set of values is given by

{
FA,B ,γ(ti )

}
. We denote with

p
(
D(ti ),FA,B ,γ(ti )

)
the probability to measure the value D(ti ) at time ti given that the

underlying true value without noise sources is given by FA,B ,γ(ti ). Accordingly, the
probability to acquire the entire data-set {D(ti )} reads

P
(
{D(ti )} ,

{
FA,B ,γ(ti )

})= N∏
i=1

p
(
D(ti ),FA,B ,γ(ti )

)
. (2.2)

To proceed, we require the statistical nature of the noise in our data, i.e., we need to
specify the function p

(
D(ti ),FA,B ,γ(ti )

)
. Since we are counting the photons arriving

within time bin i it is reasonable to assume a Poissonian probability distribution

p(k,λ) = λk

k !
exp[−λ], (2.3)

where p(k,λ) is the probability to measure a value k, given that the expectation value
is λ. We can now evaluate P

(
{D(ti )} ,

{
FA,B ,γ(ti )

})
for any given data-set {D(ti )} after

assuming a parameter set
{

A,B ,γ
}
. The most likely parameter set

{
A,B ,γ

}
will be the

one for which the probability P reaches its maximum. To make the task of finding
the most likely parameters computationally easier it is common to minimize −log[P ].
Instead of maximizing the product in Eq. (2.2) we can therefore simply minimize the
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merit function M F
{D(ti )}

(
A,B ,γ

)
, which is the sum

M =−log
[
P

(
{D(ti )} ,

{
FA,B ,γ(ti )

})]=−
N∑

i=1
log

[
p

(
D(ti ),FA,B ,γ(ti )

)]
=−

N∑
i=1

D(ti ) log
[
FA,B ,γ(ti )

]+FA,B ,γ(ti )

+ log [D(ti )!] .

(2.4)

The general procedure of maximum-likelihood fitting is of course neither limited to
physical processes of the form of Eq. (2.1), nor to noise of Poissonian nature described
by Eq. (2.3) but can, or rather should be generally applied for any fitting procedure
in order to relate a measurement to a physical model. It is instructive to consider
the maximum-likelihood procedure for noise that leads to a normal distribution of
measurement values of the form

p(k,λ,σ2) = 1p
2πσ

exp
[
− (k −λ)2

2σ2

]
, (2.5)

where p(k,λ,σ2) is the probability to measure the value k, given that the expectation
value was λ and the distribution is characterized by the standard deviation σ. Recall
that for large expectation values λ the Poissonian distribution Eq. (2.3) approaches the
normal distribution Eq. (2.5) with σ=p

λ. For normally distributed errors the merit
function Eq. (2.2) becomes

M{λi },{σi }(ki ) =∑
i

(ki −λi )2

σ2
i

. (2.6)

We immediately recognize Eq. (2.6) as the merit function of the method of the sum
of least squares. Therefore, the sum of squares as the merit function is the maximum-
likelihood method for normally distributed errors. For small expectation values λi ,
the Poissonian distribution Eq. (2.3) differs significantly from the normal distribution
Eq. (2.5), such that fitting procedures minimizing the sum of squares according to
Eq. (2.6) give erroneous results. Often in this thesis we will encounter low count rates
and small expectation values. Accordingly, all fitting procedures in this work use the
merit function in Eq. (2.4). Note that the last term in Eq. (2.4) can be neglected since it
only depends on the data and not on the fit parameters. We explicitly emphasize that
also in the presence of a large uncorrelated background signal the maximum-likelihood
method is the method of choice to arrive at fit parameters with largest fidelity. Even
though it might seem counter-intuitive, subtraction of a background prior to fitting [43]
will lead to erroneous results since it inevitably obscures the noise statistics.

Having established a procedure to fit our experimental decay traces it is now a valid
question to ask for the uncertainty of the fit. In other words: How much less likely are
other choices of decay parameters to lead to the measured data-set? Instead of a strict
mathematical proof we just give qualitative insight in the approach to quantitatively
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determine the certainty of the fit [42]. Recall that we arrived at our set of most-likely
fit parameters by minimizing the merit function M{D(ti )}

(
A,B ,γ

)
given in Eq. (2.4).

Since M{D(ti )}
(

A,B ,γ
)

has a minimum at the found fit parameters A0,B0,γ0 its second
derivative with respect to its arguments is a measure of the steepness of the found
minimum of M . A minimum in a steep valley indicates a certain fit: Only a small
variation of the fit parameter would lead us far away of the minimal value of the merit
function. Mathematically, the curvature of the merit function M

(
A,B ,γ

)
with respect

to the fit parameters is given by its Hessian matrix

Hαβ(M) = 1

2

∂2M
(

A,B ,γ
)

∂α∂β
, with α,β ∈ {A,B ,γ}, (2.7)

evaluated at the best fitting parameter set
{

A0,B0,γ0
}
. The variances σ2(α) for the

fitting parameters α ∈ {A,B ,γ} are given by the diagonal elements of the covariance
matrix V ≈H−1, which is well approximated by the inverse of the HessianH given
in Eq. (2.7) [42].

2.3 Suitable sources of spontaneous emission for
probing LDOS

At the beginning of this Chapter we have presented fluorescing molecules as ideal
local probes of the electromagnetic environment. There is however a much wider
range of spontaneous emitters available in condensed matter. In the following, we will
give a short overview of sources of spontaneous emission that have been put forward
as promising emitters in the context of scanning-probe experiments. Our focus will
be on organic dye molecules, semiconductor nanocrystals, diamond NV-centers, and
rare-earth ions, all of which have successfully been attached to scanning probes. We
will not review further sources of fluorescence, for example porous silicon grown on
AFM tips [44] and tips coated with LiF [45] due to their limited usability as LDOS
probes. For clarity, we first discuss the properties that decide about the suitability of a
source as a fluorescent LDOS probe to then review the most promising candidates. We
summarize the properties of the different emitters in Table 2.1.

Absorption cross-section. The absorption cross-section of a quantum emitter de-
termines its probability to absorb a photon from the pump beam. Typically,
absorption cross-sections of single emitters are many orders of magnitude smaller
than the area covered by a diffraction-limited spot. Therefore, intense laser beams
are necessary to efficiently excite single fluorophores. A large absorption cross-
section yields large count rates while keeping parasitic background fluorescence,
for example from the substrate, at a minimum.

Quantum efficiency. The quantum efficiency of an emitter is the ratio of decay events
under emission of a photon compared to the total number of decays. If the rate
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of non-radiative decay is denoted as γnr and the radiative decay rate as γr the
quantum efficiency QE is

QE= γr

γnr +γr
.

Measurements of a decay-rate enhancement via a brightness enhancement rely
on emitters with limited quantum efficiency [46]. At constant excitation rate
the intensity detected from a quantum emitter is proportional to its quantum
efficiency. Since γr ∝LDOS the signal from a low-QE emitter is proportional
to LDOS, while for a high-QE source the brightness is independent of LDOS
and only depends on pump rate [47]. Since we measure the total decay rate we
favor emitters with high quantum efficiency to maximize both the response to a
modified LDOS and the number of detected photons per decay event.

Decay rate. The total decay rate γtot = γnr +γr of a quantum emitter should on the
one hand be as high as possible to achieve the highest cycling rate. On the other
hand, in TCSPC the upper bound for measurable decay rates is set by the timing
resolution of the timing card or the pulse width of the exciting laser. In our case,
the 165 ps resolution of our timing card sets the upper limit for measurable decay
rates. In contrast, emitters with very low decay rates are difficult to measure
simply because of the vanishing signal intensity. Furthermore, data analysis
becomes cumbersome for emitters with decay rates much smaller than the laser
repetition rate since the emitter then has likely not decayed until the arrival of the
subsequent laser pulse. For our setup, we prefer emitters with lifetimes between
approximately 1 and 20ns.

Blinking. Most quantum emitters exhibit a behavior called blinking. Under constant
pumping they show intermediate time periods orders of magnitude longer than
their fluorescence lifetime in which they are optically inactive and therefore
appear dark [48]. Most commonly, blinking is attributed to an inter-system
crossing of the emitter from the optically addressable singlet state to a triplet
state from which no optical transition is allowed back to the ground state, such
that the triplet state has a long lifetime during which the system appears dark in
an experiment [7]. Since a quantum emitter in its dark state is not available as an
LDOS probe we favor emitters with as little blinking as possible.

Bleaching. Practically all fluorophores bleach after a certain number of excitation-
emission cycles [14]. Bleaching can be regarded as an irreversible blinking event.
Most frequently bleaching is explained as a chemical alteration of the emitter
enabled by the photon energy. Since photo-bleaching permanently disables a
fluorescent LDOS probe we desire emitters with high photo-stability.

Organic dye molecules

Organic dye molecules are the most widely spread sources of fluorescence. While
the original push to create versatile dyes came from the dye-laser community [49],
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fluorescent dyes are nowadays mostly known due to their ubiquity as fluorescent labels
in the life-sciences [50–52]. The great strength of organic dye molecules is that chemists
can easily add and replace functional groups in order to tune the spectral properties of
absorption and emission, change the solvation behavior of the dye, or tether it to a target
as a fluorescent label [53]. The typical absorption cross-section of a dye-molecule
is about σext ≈ 10-20 m2 [7, 54, 55]. Fluorescent dyes are available with quantum
efficiencies ranging from only a few percent to practically unity [49]. The typical
fluorescence lifetime of dye molecules is of the order of a few ns and significantly
shorter total decay rates are typically a result of low quantum efficiency [51]. Blinking is
encountered in practically all dye molecules and has been studied in great detail [56, 57],
including effects of the environment [55, 58–60]. The greatest drawback of fluorescent
molecules is that at room temperature they irreversibly bleach after typically no more
than 106 detection events [14, 59, 61, 62]. There are only a few known molecule-host
systems that do not suffer from photo-bleaching, even at room temperature, that rely
on embedding the fluorophores into a crystalline matrix [63]. The growth of these
crystals and the embedding of the molecules require some sophistication and only few
techniques appear to be manageable by the non-specialist [64, 65].

The first report of a scanning probe decorated with fluorescing dye molecules used
a micron-sized piece of a p-terphenyl crystal doped with terrylene molecules [25]. At
cryogenic temperatures the excitation lines of the molecules in the crystal could be
separated such that the experiment by Michaelis et al. constitutes the first report of
microscopy done with a single molecule as a scannable light source. The rather large
size of the used crystal prevents this approach from constructing a truly nanoscopic
LDOS probe. We are not aware of a report of organic dye molecules attached to a
scanning probe as a scannable source of fluorescence and probe for LDOS at room
temperature and we speculate that photo-bleaching has been the prohibiting factor.
An outstanding merit of organic dye molecules is that they can be incorporated into
polymer beads which can be grown in a bottom up process and whose size can therefore
be controlled on a nanometer scale [51]. These fluorescing beads are widely used as
very bright sources that do not suffer from blinking due to the ensemble [51]. Recently,
20 nm sized fluorescing beads have been used as local reporters of the LDOS in strongly
scattering [66] and on disordered media [67]. Due to their high brightness and small
but well defined size fluorescing beads are an extremely attractive sub-wavelength
source of fluorescence which we will focus on in this thesis to construct a scanning
LDOS probe in Chapter 3, even at the expense of giving up the merit of having a truly
single quantum system as a local reporter.

Semiconductor nanocrystals

Besides dye molecules II-VI semiconductor nanocrystals, also referred to as quantum
dots, have appeared as versatile sources of fluorescence [68] and have made their
breakthrough as commercially available fluorescent markers [51]. Reference [54]
contains a very useful comparison between organic dyes and semiconductor nanocrys-
tals. Measured against most organic dye molecules, which typically have a size of
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about 1 nm, semiconductor nanocrystals are significantly larger, reaching up to 60 nm
in diameter [54, 69]. The strength of nanocrystals is their broad-band absorption
together with narrow emission spectra which can be conveniently tuned by changing
the crystal size and therefore the quantum confinement [70]. The fluorescence lifetimes
of semiconductor nanocrystals are typically in the range of several ns to several tens of
nanoseconds. The complicated internal level scheme can lead to non-single-exponential
decays [54]. Regarding photostability semiconductor nanocrystal can be superior to dye
molecules [7, 69, 71], but their performance is severely limited by their pronounced
blinking behavior exhibiting off-times well into the 10 s regime [54, 72]. While
the exact mechanism of blinking remains a topic of intense debate, the fact that
quantum dots can be intermittently off for periods ranging from ms to many seconds
makes them especially troublesome candidates for scanning-probe applications [73–75].
Nevertheless, semiconductor nanocrystals have been grafted at the end of scanning
probes [76]. Microscopy by illuminating a sample with the fluorescence of single
nanocrystals on a scanning probe has been demonstrated by Sonnefraud et al. but has
been severely hampered by blinking [27].

We take the opportunity to illustrate the phenomenon of blinking to also demonstrate
the capability of our setup to characterize single emitters in Fig. 2.3.∗ The confocal
fluorescence-intensity image in Fig. 2.3(a) was acquired on a single quantum dot
located on a glass coverslide while illuminated with our pulsed green laser at an
average power of around 3 µW. The image was acquired with the fast scan direction
horizontally. Therefore, blinking causes horizontal dark stripes in the image. The
instantaneous switching from on to off within a single pixel already indicates that
we are dealing with a single quantum system. A rigorous proof is given in the inset
of Fig. 2.3(a), where a second order correlation measurement of the emitter scanned
in the main panel is depicted. The correlation function g 2(τ) was measured using a
continuous-wave pump laser at 532 nm. The clear anti-bunching dip of the photon-
photon correlation at τ= 0 reaching below 0.5 is an unambiguous proof that we are
probing a single-photon emitter.† When we plot the number of detected photons in
time bins of 10 ms as a function of the time from the start of the experiment, we obtain
the intensity trace depicted in Fig. 2.3(b). The intensity fluctuates strongly as a function
of time. Specifically, there are two distinct values between which the brightness of the
emitter switches, one being around 1 kcounts/10 ms, which corresponds to the quantum
dot being in its ‘bright’ state, the other one lying close to zero intensity, which is the
signature of the quantum dot being in its ‘dark’ state.

∗The CdSe-core CdS/ZnCdS/ZnS-multi-shell quantum dots measured in Fig. 2.3 were synthesized by
Relinde Moes in the group of Prof. Daniel Vanmaekelberg at Utrecht University following References [77,
78].

†The theoretical value of the second order correlation function at zero time delay is g 2(τ= 0) = (n−1)/n,
where n is the number of emitters probed [35]. Therefore, a measured value of g 2(τ= 0) < 0.5 is typically
taken as proof of probing a single emitter.
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Figure 2.3: (a) Main panel shows a confocal fluorescence-intensity image of a single
quantum dot. The horizontal stripes are the result of blinking. The inset shows a
measurement of the second-order correlation function. The quantum dot shows a
clear anti-bunching in the photon coincidences. (b) Photon arrival-time trace of single
quantum dot. The two brightness plateaus and the distinct switching between them
illustrate the blinking behavior of the quantum dot, interpreted as the spontaneous
switching between a ‘bright’ and a ‘dark’ state.

Rare-earth ions

A very prominent source of fluorescence embedded in a transparent host medium
are rare-earth ions such as erbium and yttrium which have found wide use in optical
telecommunication devices [79–81]. Ensembles of erbium ions have successfully
been used as LDOS probes at near infrared wavelengths in stratified systems [82].
While a multitude of excitation and emission channels are available for rare-earth
ions in glass [83], a major downside of these emitters can be their excessively long
lifetimes in the ms range [84, 85]. Taking typical collection efficiencies of less than
10% into account these long lifetimes entail count rates not exceeding hundreds of
Hz, which would lead to prohibitively long pixel dwell time and overall measurement
times in a scanning-probe application. Together with the extremely small absorption
cross-sections, measured to be 10−25 m2 for erbium in a SiO2 matrix [80, 85], and the
limited quantum yield [80, 84], signal rates are so severely limited that interrogation of
a single rare-earth ion in a solid state matrix has to our knowledge remained elusive to
date [86]. Aigouy et al. have attached erbium-doped glass particles of sub-micron size
to a scanning probe and illuminated a sample with the emission of the rare-earth ions
in the probe [26]. In this approach it is especially cumbersome to reduce the size of
the particle containing the emitter in a top-down approach since it is composed of hard
glass [83].
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Diamond NV-centers

The NV-defect center is one of more than 100 defect centers in diamond [87] and
has attracted enormous attention thanks to its practically unlimited photostability and
optically addressable spin properties [88]. The NV-center consists of a nitrogen atom
replacing a carbon atom in the diamond lattice neighboring a vacancy lattice site.
At room temperature, the NV-center has a very broad emission spectrum spanning
from 600 nm to about 800 nm and its lifetime in bulk diamond is 11.6 ns [87] and
slightly higher in nanocrystals [23, 39]. Literature reports about the absorption cross-
section and the quantum yield of diamond NV-centers, especially in nanocrystals,
are contradictory. Some authors report cross-sections of NV-centers comparable to
those of single dye molecules [89, 90] while the observed brightness typically suggests
differently [88, 91]. Also the quantum yield is still being debated [87, 88, 90]. In our
lab, Mohtashami et al. have explored commercially available diamond nanocrystals
hosting single NV-centers [92]. Mohtashami et al. estimate absorption cross-sections
two to three orders of magnitude lower than for dye molecules and have extracted
typical quantum efficiencies of single NV-centers around 20–40% from Drexhage
calibration measurements [82, 93–96]. Moreover, the decay rate of nominally identical
NV-centers varies widely from nanocrystal to nanocrystal, such that a thorough
characterization of each individual source is in order before it can potentially be
used as an LDOS probe [39]. Despite the controversy about their properties, NV-
centers hosted by nanocrystals have become widely used LDOS probes. Nanocrystals
containing single NV-centers have been used to feed plasmonic antennas [23] and
plasmonic waveguides [40] in experiments where they were pushed over a sample
surface with the tip of an AFM. A pick-and-place technique pioneered by van der Sar et
al. [97] was used to couple a single NV-defect to a photonic crystal cavity [98]. As truly
scanning light sources diamond nanocrystals have first been attached to dielectric tips
by Kühn et al. [24], an achievement repeated by Cuché et al. [99] who subsequently
launched quanta of surface plasmons [28] from a single NV-center in a nanocrystal
attached to a scanning probe.

2.4 A scanning probe to position a source of
spontaneous emission

It is commonly agreed upon that diffraction limits the resolution obtainable by a far-field
microscope [1]. Nonetheless, a multitude of methods to overcome the diffraction limit
in far-field microscopy has been suggested and demonstrated in the past [103, 104].
Arguably the oldest and most wide-spread method to boost spatial resolution consists
of scanning a mechanical probe whose interaction volume with the sample is small [15,
105]. When referring to scanning-probe techniques in optics one usually speaks about
Near-field Scanning Optical Microscopy (NSOM) [1]. It is the precise knowledge about
the probe position that enables sub-wavelength resolution in NSOM. The superior
resolution obtained by scanning mechanical probes relies on two facts. First, it is
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Table 2.1: Overview over relevant properties of quantum emitters for scanning-emitter lifetime-imaging
microscopy.

σabs [m2] QE lifetime blinking † bleaching ‡

Dye mo-
lecules

≈ 10−20

[7, 54, 55]
50–100%
[51]

1–10 ns
[51, 54]

10–100 ms
[55, 58–60]

106

[59, 61, 62]

colloidal
QDs

≈ 10−19

[54, 100]
10–90%
[54, 101]

10–100 ns
[51, 54]

≈1 s
[72, 102]

106–109

[7, 69, 71]?

NV-cent.
in nano-
crystals

10−24–10−23

[88, 91][

10−21–10−20

[90]

100% [87] §

70% [88]
10–20 ns
[23, 39]

n.a.
[88, 91]

∞
[88, 91]

Er3+ in
glass #

10−25

[80, 85]
26%
[84]

≈ 10 ms
[80, 84, 85]

n.a. ∞

† typical off-time
‡ typical number of detected photons before bleaching
[ deduced assuming QE=1
§ QE for NV-centers is quoted to be ‘high’ throughout the literature. However, to

our knowledge QE has never been measured on a single NV-center in a nanocrystal.
Reference [87] cites a bulk value.

? QDs in solution have been shown to exceed bleaching times of molecules by 2–3 orders
of magnitude [71].

# We chose Er3+ in glass as a representative of rare-earth ions in transparent dielectrics.

possible to fabricate extremely small probes, which are essentially needles with a very
sharp point, which can even reach the ultimate sharpness of being terminated by a
single atom at the apex [105]. Second, with piezo-electric elements these probes can
be positioned and scanned with extreme precision, well below interatomic distances
in solids. It has been shown in the past that it is possible to attach a fluorescent light
source to the apex of a scanning probe [24–28]. In this thesis we scan a source of
spontaneous emission over a sample and investigate the effect of the sample on the
source. By measuring the lifetime of the scanning source as a function of position we
map the LDOS of the sample.

Shear-force microscopy

In order to exploit the advantages of scanning-probe microscopy some feedback
mechanism is necessary to track the surface of the sample. The most common method
in NSOM to measure the interaction between the scanning probe and the sample is
tuning-fork shear-force feedback [106]. In short, the scanning probe is attached to
a piezo-electric quartz tuning fork [107]. The tuning fork is an electro-mechanical
resonator, which can be set into mechanical oscillation when driven with an AC voltage
at the resonance frequency [108]. Due to the tuning fork’s complex impedance the
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Figure 2.4: (a) Schematic of the shear-force scanning-probe setup mounted on top of
our optical microscope. The sample is located on the piezo scanning stage such that
it can be imaged with the objective from the bottom and accessed with the scanning
probe from the top. The scanning probe is attached to a piezo scanning head. Inset:
SEM image of tip of scanning probe which is a pulled glass fiber. (b) Topography
measurement on a test grating with square-shaped extrusions with a period of 3 µm and
a height of 21.5 nm. The inset shows a cross-section along the dashed line in the main
panel.

current flowing in response to the driving voltage exhibits a typical resonance behavior
as a function of driving frequency [109]. At fixed driving frequency a change in
resonance frequency of the tuning fork reflects in a change in phase of the current
which we employ to keep the distance between the scanning probe and the sample
surface constant [1].

Our shear-force microscope

Our shear-force NSOM microscope is schematically illustrated in Fig. 2.4(a). The
scanning probe, an optical glass fiber (SMF-28e, Corning) pulled to a sharp tip (Fiber
Puller P-2000, Sutter Instruments Co.), is attached to the tuning fork (X32K768L104,
AEL Crystals) with a small amount of super-glue (4062, Loctite). A scanning-electron
micrograph of a typical fiber tip is shown in the inset of Fig. 2.4(a). The end radius
of our probe is typically below 100 nm. In our setup, the scanning probe addresses
the sample from the top, as shown in Fig. 2.4(a), while we can optically access the
sample from the bottom with our inverted optical microscope that was discussed in
detail in Section 2.2.2. We characterize the tuning fork’s electromechanical resonance
by driving it with an AC voltage source and varying the oscillation frequency while
measuring the phase of the current flowing in response [108]. We now set the driving
frequency slightly to the blue of the resonance frequency of the tuning fork. When
the probe gets close to the sample surface the arising shear force effectively leads to a
stiffening of the spring constant of the oscillator which causes its resonance frequency
to shift [109]. Even though the microscopic origin of the shear force is not entirely
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clear it has been established to work over distances of the order of 10 nm [1, 109]. The
shift in resonance frequency of the tuning fork upon the probe interacting with the
sample is measured in the phase of the current. A conventional PD-feedback loop is
now engaged in order to keep the shift in resonance frequency constant by adjusting the
height of the probe above the sample, which is achieved via a piezo-electric actuator,
that can also laterally scan the probe (XYZ-PZ in Fig. 2.4(a), PXY 80 D12 and PZ
20 D12, piezosystem jena). Both the piezo-scanners for the lateral movement of the
scanning head and for the sample stage are equipped with gauges that read out the
precise position of the actuator which allows to both monitor the instantaneous position
of the actuator and to engage a feedback loop to correct for hysteretic and drift effects.

With the scanning probe in contact with the sample and the shear-force feedback
loop closed the topography of the sample surface is tracked by the probe when it is
scanned across the sample plane which can be done by either moving the scanning
probe or the sample stage laterally. We show a reference topography measurement in
Fig. 2.4(b). The sample is a silicon test grating (TGQ1, NT-MDT Co.) with rectangular
protrusions with a periodicity of 3 µm and a nominal height of 21.5 nm. The inset of
Fig. 2.4(b) shows a cross-section along the dashed vertical line in the main panel, from
which we can infer a vertical resolution better than 5 nm judging the spread of the
data points on the horizontal plateaus. We can determine the lateral resolution of our
scanning-probe setup from the fact that the steps of the sample are resolved within two
sampling points, which corresponds to roughly 80 nm in the presented measurement
which is limited by the sharpness of the used probe.

2.5 Conclusions
In conclusion, we have demonstrated that our confocal microscope is capable of
detecting the fluorescence emitted by a single-photon source in the visible. Furthermore,
our setup has the required timing resolution to perform fluorescence-lifetime imaging
of single emitters with lifetimes in the nanosecond range and we have detailed the
appropriate procedure to extract decay parameters from low-count-rate time-resolved
data-sets. In addition to its state of the art FLIM capabilities our setup is equipped with
a shear-force scanning probe that can access the near-field of any planar sample with a
precision of a few ten nanometers. Regarding the choice of source we have extensively
reviewed several available options and identified polymer beads infiltrated with dye
molecules as the most promising candidate to construct a scanning LDOS probe. We
therefore conclude that we have assembled all necessary tools for probing the LDOS
of a nanophotonic structure by measuring the lifetime of a fluorescent source attached
to a scanning probe.
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3
Scanning Emitter Fluorescence Lifetime Imaging

We report an experimental technique to map the local density of optical
states of arbitrary planar nanophotonic structures. The method relies
on positioning a spontaneous emitter attached to a scanning probe
deterministically and reversibly with respect to its photonic environment
while measuring its lifetime. We demonstrate the method by imaging the
enhancement of the local density of optical states around metal nanowires.
By nano-positioning, the decay rate of a point-like source of fluorescence
can be reversibly and repeatedly changed by a factor of two by coupling it
to the guided plasmonic mode of the wire.

3.1 Introduction
Spontaneous-emission control is at the heart of photonics, the science of engineering
the generation, propagation, and absorption of light. Since the pioneering work of
Purcell it is known that the emission properties of a spontaneous emitter can be tailored
by its optical environment, which determines the number of final states available for
the photon emitted in the transition [1]. While Purcell’s derivation is only valid for
certain classes of photonic systems [2], the local density of optical states (LDOS) [3] is
always properly defined as the imaginary part of the Green function ImG at the source
position [4] and can be thought of as the impedance imposed on a radiating source by its
environment [5]. Reaching beyond spontaneous emission, the LDOS is a fundamental
quantity that also reflects how the electromagnetic-mode structure affects, for example,
thermal emission, radiation by accelerated charges, and forces mediated by vacuum
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fluctuations [4, 6, 7]. The LDOS includes all channels offered by the environment, i.e.
radiative decay into the far-field, decay into confined photonic or polaritonic resonances,
and quenching induced by a lossy photonic environment. Nanophotonic structures
exhibiting an LDOS structured at length scales smaller than the wavelength of light
include photonic crystals, random scattering materials, and plasmonic structures, all
holding promise to achieve control over all aspects of spontaneous emission, including
decay rate [8–20], directionality [21, 22] and polarization [23].

To unlock the potential of nanophotonics for quantum optics, one requires tools to
spatially image the LDOS on a nanometer scale [6, 7, 24, 25]. Moreover, to exploit
the LDOS to its full potential, it is desirable to first image the LDOS, in order to
subsequently position a source deterministically at the optimal location for the actually
fabricated structure, as retrieved from the LDOS map. Drop casting of emitters,
randomly or on selectively functionalized substrates, is often used to obtain LDOS
data [15–19, 21]. However, in this method emitter positions are fixed after deposition
and photonic properties have to be deduced from ensemble averages. Therefore, it is
difficult to obtain calibrated LDOS values and impossible to first map the LDOS to then
controllably place an emitter in the mapped structure. Nano-positioning techniques can
assemble photonic devices with single emitters by pushing nano-objects to selected
locations [26–28]. However, such iterative position-and-probe sequences are time
consuming, and irreversible once the emitter is attached to the structure, limiting
the applicability as an LDOS-imaging tool. These deficiencies can be overcome by
scanning-probe techniques. In a milestone experiment, Ambrose et al. imaged the
LDOS of a metallized scanning probe using a single emitter fixed in a substrate as
a local reporter [29]. Such a metallized probe was furthermore used to control the
directionality of emission of a single molecule [30, 31]. A further major achievement
was imaging of the LDOS of judiciously engineered optical antennas attached to a
scanning probe [12, 14]. Ground-breaking experiments have been performed also in the
converse geometry, where the intensity of emitters attached to sharp probes is monitored
while scanning them through the near field of sub-wavelength structures [32–34]. Such
scanning of point-like light sources holds great promise for LDOS mapping and nano-
mechanical manipulation [9], since it is directly compatible with the constraints of
planar nano-fabrication technologies. Remarkably, even though eagerly anticipated,
application of scanning light sources to map LDOS has remained elusive.

In this Chapter, we report a nanoscale LDOS-imaging technique that combines
scanning-probe near-field optical microscopy with fluorescence-lifetime imaging
(FLIM) to map the LDOS around nanoscopic structures by reversible and on-demand
positioning of a single nanometer-sized source of fluorescence. As a paradigmatic
example, we investigate Au and Ag metal nanowires, structures of significant interest
for plasmon quantum optics [15–17]. We manipulate the decay rate of point-like
sources of fluorescence reversibly and repeatedly by scanning them relative to
plasmonic nanowires. At selected source positions a significant fraction of decay
events can be funneled into a guided mode, proving the possibility to control
nano-mechanically by scanning the source both when and where to photons are
emitted.
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3.2 Experimental setup
The building blocks of our experimental setup have been introduced in detail in
Chapter 2. The integral components are only briefly reviewed here. In short, our
scanning-emitter fluorescence-lifetime imaging microscope is a home-built confocal
FLIM system based on an inverted microscope, equipped with a scanning probe that
addresses the photonic structure from above [Fig. 3.1(a)]. As a benchmark experiment,
we investigate Ag and Au nanowires deposited on a cleaned glass coverslip. The
source of spontaneous emission in our experiments, for brevity termed ‘the source’
in the remainder, is a polystyrene bead with a diameter of 100 nm, infiltrated with
approximately 103 randomly oriented dye molecules, a fluorescence peak at 560 nm,
and a quantum efficiency close to 1 (Fluospheres F8800, Invitrogen). The scanning
probe, a pulled glass fiber with an end radius of around 100 nm attached to an xyz-piezo
arm, is held at a constant distance of several nm to the sample surface by shear force
feedback [4]. This distance and the size of the fluorescing bead minimize the effect
of quenching in our experiment [13]. We dip the probe into a solution of PMMA
in anisole and subsequently approach it to a bead (deposited by spin-coating on the
sample), which we locate by its fluorescence on a CCD camera. The polymer promotes
the attachment of a bead to the tip. The light source is pumped by a 532 nm pulsed laser,
operating at 10 MHz with a pulse duration <10 ps, focused to a diffraction-limited spot
by a 100× objective (NA 0.95). The fluorescence emitted by the source is collected by
the same optics, passes the dichroic beam splitter and an additional long-pass filter to
be focused onto an avalanche photodiode (APD). The 20µm active area of the APD
and 20× magnification between sample and detector result in a confocal arrangement.
The APD is connected to a timing card, recording the arrival times of the laser pulses
and the fluorescence photons. Scanning the probe through the laser focus confirms
the attachment of a fluorescing bead as shown in the fluorescence-intensity map in
Fig. 3.2(a). We determine the lifetime of the source on the probe by analyzing the
arrival times of the fluorescence photons in the region marked with the box in Fig. 3.2(a)
in Fig. 3.2(b). Our scanning source exhibits a single-exponential decay with a lifetime
of 6.4 ns.

3.3 Results
We now use the probe to map the LDOS of a photonic structure, a template grown Au
nanowire [35] with a length of several µm and a diameter of ca. 250 nm [Fig. 3.1(c)].
We position the probe in the laser focus, as established in Fig. 3.2(a), such that the
source is continuously excited and its fluorescence detected. The sample with the wire
is now raster scanned underneath the fixed probe, where it is detected as a signature
in the shear-force feedback signal (data not shown). The acquired arrival times of all
photons together with the positioning information allow us to determine the decay
dynamics of the source for each position relative to the wire. An excellent fit is obtained
to a single-exponential decay with a fixed background established from a reference
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Figure 3.1: (a) Schematic of experimental setup. The fluorescent source is attached
to a scanning probe and positioned with respect to the structure of interest. A pulsed
pump laser is focused onto the source whose fluorescence is collected by the same
microscope objective. The fluorescence is split off by a dichroic beam-splitter and
a color filter (not sketched) and focused onto an APD. (b) Schematic of nanowire
with light source in its vicinity. The decay channels, radiative, non-radiative, and into
surface plasmons are indicated. Plasmons may decay via absorption in the wire or
radiation from wire end. (c) SEM micrograph of an Au nanowire.

measurement. We use the Poissonian-statistics maximum-likelihood algorithm outlined
in Chapter 2 to fit photon arrival-time data. As the main result of this Chapter, Fig. 3.3(a)
shows a spatial map of the lifetime of the source as a function of position with respect
to the nanowire. We observe a pronounced reduction in lifetime of the source when
it is close to the wire (position confirmed by simultaneously acquired topography,
not shown). The black squares in Fig. 3.3(b) show the first row of Fig. 3.3(a), with
the grey bars illustrating the 3σ error interval. While the lifetime of the source is
around 7 ns when it is far from the wire, it drops rapidly to around 4 ns as soon as the
distance between source and wire is of the order of the wire radius. Having passed the
wire, the lifetime recovers its original value. The red points in Fig. 3.3(b) take into
account all horizontal scan lines in Fig. 3.3(a). This measurement clearly shows that
we can reversibly change the excited-state lifetime of the source via its position with
respect to the nanowire. The lifetime reported in Fig. 3.3(a) is inversely proportional
to and therefore an unambiguous measure for the LDOS, i.e. ImG, at the emission
frequency. The ability to image ImG for any planar nanophotonic system is the main
result of this Chapter. As opposed to position-and-probe techniques [26], our method
is a real imaging technique able to repeatedly measure LDOS and calibrate the source
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Figure 3.2: (a) Fluorescence-intensity map of fluorescing probe scanned across
unpatterned coverglass. The bright region corresponds to where the probe passes
the laser focus. The signal to background ratio exceeds 103 at a pump power of 0.2µW.
(b) Decay trace of photon events from probe positions within box in (a), revealing a
single-exponential decay with 6.4 ns time constant (grey line).

in situ. In contrast to earlier work, where the LDOS around simple plasmon antennas
attached to scanning probes was measured by scanning the antenna with respect to
an emitter fixed in a substrate [12–14, 29], our technique can map the LDOS in any
planar photonic system, such as ubiquitous lithographically prepared plasmonic and
metamaterial systems. The vertical resolution of our technique is set by the quality
of the feedback mechanism and has been shown to be around 5 nm in Chapter 2. The
lateral resolution is set by the size of the fluorescing probe, which has a diameter of
100 nm in the presented measurements. The detection rates achieved with this source
are sufficient to determine its lifetime with an accuracy of about 25% within 10 ms,
such that a reasonable imaging speed of 100 pixels/s is achievable while no appreciable
bleaching of the source is visible within 104 pixels.

3.4 Discussion
We proceed to interpret the LDOS measured in the particular structure reported in
Fig. 3.3(a). The doubling of the decay rate is a clear indication of the increased LDOS
in the vicinity of the nanowire. The spatial extent of the lifetime reduction is of the
order of the wire radius, as was theoretically predicted on the basis that the change
in decay rate occurs mostly due to coupling of the emitter to a guided plasmonic
mode of the nanowire [36]. This scaling is confirmed by the blue line in Fig. 3.3(b),
showing the calculated normalized intensity of the fundamental mode.∗ Surprisingly,
the magnitude of the measured LDOS enhancement is comparable to reported values for
single NV-centers in diamond attached to Ag nanowires [18], despite the much smaller

∗The mode intensity has been calculated by Yuntian Chen using finite element modeling and assuming
a lossless nanowire (250 nm diameter, ε = −7.911, λ = 560 nm) in an effective host index n = 1.25. This
simple model retains all salient spatial features of the LDOS [37].
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Figure 3.3: (a) Lifetime map of source scanned with respect to an Au nanowire.
Close to the wire, the lifetime is reduced to half its original value. (b) Black squares:
Cross-section through first row in (a). Grey error-bars indicate 3σ confidence interval
obtained from the covariance matrix of the fit. Red circles: Lifetime values obtained
from averaging all horizontal scan lines in (a) with 3σ error-bars. Blue line: Intensity
of the fundamental wire mode (250 nm diameter) along the probe trace (55 nm from
wire surface) as indicated in inset. (c) Fluorescence-intensity map obtained during
measurement that yielded (a) showing a change in apparent brightness of the source in
the vicinity of the wire.

diamond-nanocrystal size (50 nm). While physical size clearly limits the positioning
accuracy, making the bead physically smaller does not necessarily improve resolution,
since the two-level system inside the bead does not get optically closer to the wire if the
bead index simultaneously increases (as in diamond). This counterintuitive argument is
similar to the argument that the perturbative strength of a near-field probe scales with
optical size, i.e. polarizability, not simply physical size [9].

Figure 3.3(c) shows the integrated number of detected photons as a function of probe
position from the same scan that yielded Fig. 3.3(a). Similar fluorescence-intensity
maps were obtained in earlier experiments with fluorescent scanning probes [32]. The
wire in close proximity to the source suppresses its apparent brightness by up to ten
times, while there is a region of enhanced fluorescence on the right-hand side of the
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wire. The spatial width of these features is of the order of the wire diameter. Such
fluorescence-intensity data is much more complicated to interpret than lifetime maps
as Fig. 3.3(a) [32, 38], since it is a convolution of pump-field intensity, collection
efficiency and rate enhancements. The wire causes an enhancement of pump field
(polarized perpendicularly to the wire axis) on the wire sides and a suppression behind
the wire, similar to the case of metallic Mie-spheres [2]. We attribute the fluorescence
enhancement in Fig. 3.3(c) to such pump-field enhancement. The asymmetry can be
explained by an asymmetry in the attachment of the bead to the scanning probe. An
influence by the scan direction can be ruled out since consecutive rows in Fig. 3.3(c)
are acquired in alternating directions. Besides pump-field suppression, non-radiative
channels offered by the wire reduce the observed fluorescence intensity. We argue that
the dominant non-radiative decay process in our system is the generation of plasmons,
since quenching occurs at emitter-metal distances of only few nanometers [12, 13],
much smaller than our source diameter and source-wire separation. While both the
observed change in rate and intensity are likely not due to quenching, but rather to
excitation of plasmons, a measurement of the LDOS= ImG necessarily only reports
the sum of all channels [cf. Fig. 3.1(b)].

As an independent, complementary experiment we also studied single-crystalline
Ag nanowires. While the plasmonic mode structure of Ag and Au wires is comparable,
the exact ratios of decay rates into photons and plasmons will quantitatively differ
for different materials [37]. The more advantageous loss characteristics enable us
to both report the LDOS in the vicinity of an Ag wire, and simultaneously obtain a
quantitative estimate for the fraction of decay events into plasmons launched on the
silver wire. With our scanning probe we position a fluorescing bead on an Ag nanowire
with a length of about 2µm and a diameter of 300 nm (SLV-NW-300, Blue Nano
Inc.). The deposited bead shows up as a faint signature from the scattered intensity
in the wire center on a CCD camera under white-light illumination [Fig. 3.4(a)]. In
the fluorescence image from the same system under laser wide-field illumination the
fluorescing bead appears as a bright source of emission, while the wire ends are also
bright [Fig. 3.4(b)]. This confirms that the emitters indeed decay into a plasmon that
can only couple to free space at irregularities such as the wire ends. A cross-section
along the wire shows the central peak from the photons emitted into free space and
two smaller ones from the wire ends, corresponding to quanta emitted into a plasmon
[Fig. 3.4(c)]. The data [black points in Fig. 3.4(c)] are fitted well (red line) with three
peaks [green lines]. The area under the central peak is about four times the sum of the
areas under the peaks at the wire ends. We therefore conclude that the β factor, i.e. the
fraction of quanta emitted into the wire mode, is around 20% where we have neglected
plasmon loss en route to the wire ends. We also measured the decay of the source
on the probe away from the wire [blue squares in Fig. 3.4(d)] and after coupling to
the wire [green diamonds]. Evidently, the lifetime of the source is drastically reduced
by positioning it on the wire. We have fitted both curves with a bi-exponential decay
[red lines in Fig. 3.4(d)]. The source on the probe is fitted excellently with a slow
component of 6.2 ns, a relative amplitude weight of 28%, and a fast component of
1.8 ns. The same source on the wire has a slow component of 1.4 ns, a weight of 4.8%,
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Figure 3.4: (a) Ag wire with attached bead in white-light illumination imaged on
CCD camera. (b) Fluorescence image of structure in (a) under wide-field illumination
by pump laser. Light emerges from the bead and from wire ends. (c) Black points:
Cross-section along wire obtained by binning the central 10 columns in (b). Red line:
Fit to data with three peaks (green lines). (d) Decay traces of light source on probe
away (blue squares) and after deposition on Ag nanowire (green diamonds). Red lines
are bi-exponential fits.

and a fast decay of 0.1 ns. A conservative estimate for the rate enhancement is 4.4
(ratio of slow components). Another estimator is the first moment of the time traces
(4.3 ns off vs. 0.5 ns on the wire), which yields an enhancement ratio of 9. Both values
are higher than the one obtained in the scanning-emitter experiments which can be
attributed to the fact that there the source is kept at a distance of several nm above the
surface.

3.5 Conclusions and outlook
In conclusion, we presented a technique to map the local density of optical states, ImG ,
of arbitrary photonic structures with nanometer resolution. Such scanning-emitter
lifetime-imaging is suited to exploit the back-action of the photonic environment on a
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spontaneous emitter for a plethora of structures of current interest, hitherto inaccessible
to established near-field and far-field techniques. Our work shows repeated switching of
the decay rate of a point-like light source by a factor of two by reversible and on-demand
positioning of an emitter within its nanoscale photonic environment. This constitutes
a major step towards full nano-mechanical control over all aspects of spontaneous
emission, including decay rate, directionality and spectral composition. In the current
race towards scanning just a single quantum system [32, 33], our method will possibly
even give access to the reverse process of spontaneous emission, i.e., the absorption of
single photons in the vicinity of nanostructures [39, 40], as well as position-dependent
coupling, energy transfer and photon-photon correlations between emitters linked by a
nanophotonic structure [41].

In our opinion, the main obstacle on the way to a single quantum emitter on a
scanning probe as an LDOS reporter is to find a stable, non-blinking source with
a high quantum efficiency [42, 43]. Even if a single emitter has successfully been
attached to a scanning probe, it first has to be thoroughly characterized regarding its
lifetime, quantum efficiency [44] and dipole orientation [45], before it can usefully
be employed as an LDOS probe. Although readily available, these characterization
procedures already require a significant photon budget and exclude all conventional
dyes as single-emitter LDOS probes due to their bleaching behavior. Furthermore,
even with an ideal and fully characterized source at hand, for a full characterization
of the LDOS one would not only require a single emitter with a known fixed dipole
moment but also a technique to rotate the emitter. Since such a manipulation technique
currently seems out of reach, fluorescing beads with ensembles of emitters appear as
rather favorable candidates for LDOS imaging compared to single emitters.

Finally, attachment of a fluorescing source to a scanning probe remains a painfully
tedious process for the experimentalist. We therefore strongly advocate the development
of techniques to quickly and reliably attach a fluorescing species to the tip of a scanning
probe. Indeed, various functionalization techniques for the specific attachment of
nanoscopic objects to surfaces, especially glass, are readily available [46]. The
main challenge will be to confine functionalization to the extreme end of a scanning
probe. Importantly, however, all chemical functionalization procedures work in liquid
environments [46]. In fact, moving scanning-emitter lifetime-imaging microscopy into
liquids is not out of reach [47]. Such a watery environment would not only unlock the
potential of chemical functionalization and thereby allow quick and easy replenishing
of a bleached tip but would furthermore provide the environment in which practically
all fluorescing emitters were designed to be used and therefore perform at their best. We
believe that all necessary techniques, though currently still spread among very different
communities [42, 46], are available to turn scanning-emitter fluorescence-lifetime
imaging into a standard method.
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4
Scattering and Spontaneous Emission by Electric
Dipoles

This Chapter gives an introduction to the theoretical framework that is
used to describe the scattering of light by small particles throughout this
thesis. Furthermore, it describes the classical electrodynamic approach
taken to calculate the decay-rate enhancement of dipolar emitters in
complex photonic environments. This Chapter does not contain any
new results that could not be found in the literature. It is much rather
intended as a concise introduction to dipolar scattering theory for the
unfamiliar reader in order to make the theoretical part of this thesis mostly
self contained.

4.1 Introduction
The theory of electrodynamics might seem simple when considering that it is set entirely
by the four Maxwell equations together with two constitutive equations describing the
involved materials [1]. It however turns out that when considering any but the simplest
electrodynamic problem, finding a solution to Maxwell’s equations is challenging to say
the least. Therefore, a variety of schemes and techniques have been developed in order
to simplify the search for valid solutions [2]. One well known example is the concept
of lumped circuit elements. In a lumped-element framework anyone mastering basic
arithmetics can understand and design electrical circuits with powerful functionality
and therefore put Maxwell’s equations to work [3]—under the constraint that the circuit
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4 Scattering and Spontaneous Emission by Electric Dipoles

formalism describing resistors, capacitors, and inductors connected with conductors
breaks down when the signal frequencies correspond to wavelengths that become
comparable to the physical circuit size or electrodynamic effects like radiation become
important [4].

In this Chapter we discuss another simplification, namely the dipolar approximation
leading to a coupled-dipole model [5]. In optics, point-dipole methods are an approxi-
mation toolbox as powerful as lumped circuits are in the electrostatic regime [2]. It is
its electrodynamic nature that makes a point-dipole model superior to lumped-element
descriptions of photonic circuits at optical frequencies [6–8].

The dipolar approximation is a good description of a scatterer if the currents
oscillating at frequency ω and thereby generating the fields are constrained to a volume
d 3 ¿λ3, where λ= 2πc/ω. Furthermore, the observer, or any other current distribution
(i.e. scatterer), must be sufficiently far away, such that d ¿ r , with r being the distance
between the observer and the current generating the field [2]. The dipolar approximation
lends itself to describing scattering by small particles and assemblies of small particles.
Importantly, the size of the assembly can very well be much larger than λ. For scattering
by larger particles we refer to Reference [9].

We point out that this Chapter is not intended as a new scientific result but rather
as an introduction and a reference in order to aid the unfamiliar reader in following
the theoretical formalism applied throughout the remainder of this thesis. Regarding
the origin of this Chapter’s content we point at the quoted literature. We consider
References [10, 11] and [5] together with [2] to be an ideal starting point for a practical
application of the coupled-dipole model.

4.2 The dipolar approximation
Assume we have a known spatial current distribution J (r′, t ) = J (r′)exp [−iωt ] in
vacuum with a harmonic time dependence and we would like to know the electric field
E generated by J at position r. The vector potentialA(r, t ) =A(r)exp [−iωt ] is then
given by [1]

A(r) =µ0

∫
V
J (r′)

exp
[
ik

∣∣r−r′∣∣]
4π |r−r′| d3r ′ (4.1)

from which assuming the Lorentz gauge the electric field follows as

E(r) = iω
[

1+ 1

k2 ∇∇·
]
A(r), (4.2)

where k = n ω
c is the wave-number in the medium.

When we consider the case where the current distribution is confined to a region
much smaller than the wavelength and the observation point is far away from the source
region we can immediately simplify Eq. (4.1) to read

A(r) =µ0
exp [ikr ]

4πr

∫
V
J (r′)d3r ′. (4.3)
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Performing an integration by parts and introducing the electric dipole moment

p=
∫

V
r′ρ(r′)d3r ′ (4.4)

the vector potential can be rewritten as

A(r) =−iωµ0
exp [ikr ]

4πr
p. (4.5)

This equation constitutes the remarkable and highly useful fact that the fields generated
by any current distribution within a volume much smaller than λ3, observed at sufficient
distance, are entirely given by the electric dipole moment of the current distribution.
This observation justifies the approximation of scatterers with complex geometries by
simple point dipoles as long as the scatterers are small compared to the wavelength.
Importantly, the dipolar approximation describes the near fields correctly, such that the
observer can go as close as desired compared to the wavelength, as long as he is still
sufficiently far away measured against the spatial extent of the current distribution.

4.3 The coupled-dipole model
Restricting the discussion to dipolar interactions simplifies things tremendously. From
here on, we only consider the fields generated by dipolar currents. In a homogeneous
medium of refractive index n the electric field generated at position r1 by a dipole p at
r0 is given by [1]

E0(p,n,ω,r1,r0) = ω2µ0

4πr
exp [ikr ]

{
(r̂×p)× r̂+ [3r̂(r̂ ·p)−p]

(
1

(kr )2 − i
kr

)}
,

(4.6)
where k = n ω

c is the wavenumber in the medium of refractive index n = p
ε, r =

|r1 −r0| and r̂ = (r1 −r0)/r .∗ We can generalize Eq. (4.6) to any dipolar orientation
and strength p by introducing the Green function for a homogeneous medium

G0(n,ω,r1,r0) = [
E(ex ,n,ω,r1,r0),E(ey ,n,ω,r1,r0),E(ez ,n,ω,r1,r0)

]
(4.7)

such that
E(p,n,ω,r1,r0) =G(n,ω,r1,r0) ·p. (4.8)

We have dropped the superscript in Eq. (4.8) since it can be taken as the definition of
the dipolar Green function for any environment. Note that both dipole moments and
electric fields are column vectors and the Green function is a 3×3 dyadic. It is important
to keep in mind that Eq. (4.6) is the field generated by a dipole in a homogeneous
medium and the field generated in another more complex environment is much more
complicated. One typically separates the Green function of a complex background

∗In general the refractive index n =p
εµ depends both on the relative permittivity and permeability of the

medium. Since in this thesis we are only dealing with non-magnetic materials we always assume µ= 1.
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systemGB =G0 +Gs into a sum of the free-space Green functionG0 and a scattered
partGs . Only for a few examples analytical solutions forGs are known. In particular,
we refer to the book by Tai [12], who calculates the Green function for a sphere, a planar
interface, and an infinite cylinder of circular cross-section. Furthermore, dyadic Green
functions for stratified multi-layers [2, 13], concentric spherical multi-layers [14], an
eccentric spherical inclusion in a sphere [15], clusters of spheres [16] and concentric
cylindrical multi-layers [17] are available but challenging to handle.

Besides the fields generated by a dipolar source, we are furthermore interested in
the response of a polarizable scatterer to an incident electric field, which is in the linear
approximation given by the polarizability tensor α, such that

p=α ·E. (4.9)

Equations (4.7) and (4.9) are the ingredients necessary to set up the equations of
motion for a system of N coupled dipoles. The scatterers 1, . . . , N acquire dipole
moments p1, . . . ,pN in proportion to their polarizabilities α1, . . . ,αN and the electric
fields E(r1), . . . ,E(rN ) at their locations rn , according to the linear self-consistent set
of equations [5, 10, 11]

pn =αn

[
Ein(rn)+ ∑

m 6=n
GB(rn ,rm) ·pm

]
, (4.10)

where we have just rewritten Eq. (4.9) for dipole n by expressing the electric field it
experiences as a superposition of the external driving field Ein and the fields generated
by all other polarizable particles due to the fact that they are polarized as well. By
moving all dipole moments to the left of the equality sign we can now cast Eq. (4.10)
in matrix form to read

P =M−1 ·E (4.11)

where we have concatenated the dipole moments pi to the 3N component ‘super-
vector’ for polarization P . Equivalently E describes the incident field components at
the particle positions, and the coupling matrixM is defined as

Mi , j = δi , jα
−1
i − (1−δi , j )GB(ri ,r j ). (4.12)

Note thatM is of dimension 3N ×3N and the sub-matricesMi , j defined in Eq. (4.12)
have dimension 3×3. For a scatterer with its main axes along the coordinate axes the
diagonal ofM holds the inverse of the polarizability tensor αi while the off-diagonal
elements are given by the Green function coupling termsGB(ri ,r j ).

Just like Eq. (4.9) relates the dipole moment of a single scatterer to the incident
electric field, Eq. (4.11) relates the polarization state of an ensemble of scatterers
to the driving field, where the inverse of the coupling matrix plays the role of a
polarizability tensor for the ensemble. It is instructive to take the analogy between α
andM even a step further by considering the procedure of diagonalization. When we
consider an anisotropic particle of a conventional material we can always diagonalize
its polarizability tensor. The associated coordinate transformation leads us to the
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4.4 The electrodynamic polarizability

principal axes of the polarization ellipsoid, which just means that a driving field along
a principal axis will never lead to a polarization of the particle in a direction orthogonal
to the chosen principal axis. Equivalently, for an ensemble of particles diagonalization
of the inverse coupling matrix M−1 leads to the ‘eigen-polarizations’ and ‘eigen-
polarizabilities’ [18]. The eigen-vectors ofM−1 can be regarded as the polarization
eigen-modes of the system. We will encounter an example of a system with very
peculiar polarization eigen-states in Chapter 5.

4.4 The electrodynamic polarizability
The previous section discussed the mathematical formulation and the physical meaning
of the coupling matrix of a system of coupled dipoles. While we have identified the
off-diagonal elements of the coupling matrix as the fields generated by the scatterers
we will now search an expression for the polarizability tensor α which enters the
diagonal of the coupling matrix. For a truly didactic treatment of the radiation reaction
discussed in the following we strongly recommend the review by Lagendijk and van
Tiggelen [19].

A good starting point to find the dipole moment acquired by a spherical particle
of a material described by a dielectric constant εpart embedded in a homogeneous
medium with dielectric constant εmed when exposed to an electric field is to solve the
electrostatic problem. We restrict ourself to spherical particles of an isotropic material.
This approach leads to the electrostatic polarizability [9]

α0 = 4πε0V
εpart −εmed

εpart +2εmed
. (4.13)

It is now tempting to insert tabulated experimental values for ε(ω) into Eq. (4.13)
in order to obtain a polarizability at frequencies ω > 0. Nevertheless, the obtained
polarizability will remain ‘electrostatic’, as we will show in a moment. For certain
classes of materials analytical expressions for ε(ω) are known, for example a Drude
metal is well described by [20]

ε(ω) = 1−
ω2

p

ω(ω− iγω)
, (4.14)

where ωp is the plasma frequency and γ the Ohmic damping rate characterizing the
material. Upon inserting Eq. (4.14) into Eq. (4.13) and for simplicity assuming the
particle to be in air, we arrive at

α0(ω) = 4πε0V
ω2

0

ω2
0 −ω2 − iγω

(4.15)

which resembles the familiar Lorentzian line shape as the generic frequency response of
any linear system with resonance frequency ω0 =ωp/

p
3. The Ohmic damping rate γ of

the Drude model sets the damping of the obtained polarizability. Even though Eq. (4.15)
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clearly has a frequency dependence, we still refer to it as the electrostatic polarizability,
as indicated by the subscript. The reason is that having inserted a frequency dependent
dielectric constant into the electrostatic polarizability Eq. (4.13) by no means ensures
that the resulting expression Eq. (4.15) is physically valid. In fact, it turns out that
Eq. (4.15) violates energy conservation. Accelerated charges radiate electromagnetic
energy according to Larmor’s formula [1] and so does any polarizable scatterer [21].
This scattering must show up as a loss rate in the polarizability of Eq. (4.15), which so
far only contains the Ohmic damping.

We find the missing damping term by exploiting the insight that the energy loss of
a scatterer equals the work done on its own current by its own electric field [2]. The
apparent damping ‘force’ acting on the current is called Abraham-Lorentz force and
has been a matter of strong debate [1, 2]. With the realization that an oscillating dipole
is actually subjected to its own electric field we can rewrite Eq. (4.9) as

p=α0Etotal =α0
[
Eext +GB(r0,r0)p

]
, (4.16)

where we have included the field generated by the dipole moment p at its own position
via the Green function. After rearranging the terms to the form p=αEext we find the
electrodynamic polarizability

α= [
α−1

0 −GB(r0,r0)
]−1

, (4.17)

which has an additional correction termGB(r0,r0) describing the back-action of the
scatterer on itself. Equation (4.17) is the scattering matrix, often referred to as t-matrix,
of a single dipolar point scatterer and its expansion yields the Born series of multiple
scattering [22]. Importantly, even a single scatterer gives rise to a multiple scattering
series. Remarkably, with the corrected polarizability in Eq. (4.17) we have found a
description of the multiple scattering problem with only a first-order scattering term.
The real part ReG gives rise to a shift of the resonance frequency of α while the
imaginary part ImG is an additional damping term. Equation (4.17) immediately
confronts us with a dramatic problem when evaluating the free-space Green-function
G0(r,r) at the origin, since Eq. (4.6) diverges for r = 0. From Eqs. (4.2) and (4.5) we
can read off the scalar free-space Green function [2]

G0 = ω2µ0

4πr
exp [ikr ] , (4.18)

which can readily be split into its real and imaginary part using Euler’s formula.
The real part of Eq. (4.18) indeed diverges and seems to render Eq. (4.17) useless.
The problem of this divergence comes about from describing our scatterer as a true
mathematical point, which we now have to approach infinitely closely. Clearly, there
must be a cut-off which is sensibly chosen such that the resulting resonance frequency
appears where it is experimentally found [19].

Carrying out a Taylor expansion in orders of kr before performing the spatial
derivatives in order to return to the vector Green function yields for the imaginary part
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of the free-space Green function

ImG0(r0,r0) = ω3n

6πε0c3 1. (4.19)

The imaginary part of the Green function evaluated at the origin is therefore the damping
term that has to be included in any polarizability tensor in order to appropriately take
radiation loss into account and ensure energy conservation. A complex photonic system
with a scattered part of the Green function Gs changes the damping experienced by
the scatterer via its imaginary part ImGs , which enhances or reduces the free space
damping ImG0. This is the Purcell effect changing the radiative line-width of a
scatterer. The real part ReGs shifts the resonance frequency of the scatterer. Thanks
to the tensorial nature ofG the polarizability of an isotropic scatterer can acquire an
anisotropy due to its environment entering in the correction according to Eq. (4.17).

A straightforward recipe to include radiation damping and obtain a bona-fide
electrodynamic polarizability α in a homogeneous medium of refractive index n for
any chosen electrostatic α0 is therefore [11, 23]

α−1 =α−1
0 − i

1

6πε0

ω3

c3 n 1. (4.20)

For spheres, the correction in Eq. (4.20) is sometimes amended by a further depolariza-
tion factor [24], which leads to a line-shift to the red with increasing particle size but is
not strictly necessary to conserve energy.

4.5 Observables and the optical theorem
With the coupled-dipole model we have outlined a consistent electrodynamic framework
to describe scattering. In the present section we derive observables that are experimen-
tally accessible. By purely energetic considerations we will arrive at expressions for the
extinction and scattering cross-sections of a single dipolar scatterer in a homogeneous
medium as well as an expression for the optical theorem for a single dipolar scatterer
in any environment.

We consider a single dipolar current source j = ṗ= j0 exp [−iωt ]δ(r−r0) located
at r0. For the moment we do not worry about how this current is generated. We
apply the time-averaged form of Poynting’s theorem to consider the flux of energy
through an arbitrary surface ∂V enclosing only our dipolar current and no lossy material.
Poynting’s theorem relates the time-averaged flux of electromagnetic energy described
by the Poynting vector 〈S〉 = 1

2 Re
{
E×H∗}

through the chosen surface to the fields
and currents within the enclosed volume via [2]∫

∂V
〈S〉dA=−1

2

∫
V

Re
{
j†E

}
dV , (4.21)

where ( · )† denotes the Hermitian conjugate and we imply usual matrix multiplication.
Expressing the fields generated by our dipole p via the Green function of the embed-
ding system we arrive at the power emitted by our source into the (possibly lossy)
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environment
Pem = 1

2
ωp†Im [G(r0,r0)]p. (4.22)

In the special case of a homogeneous lossless medium of refractive index n, Eq. (4.22)
turns into the familiar form of Larmor’s formula P = ω4n

12πε0c3 |p|2 for the radiated power
of a dipole in a homogeneous medium upon inserting ImG0 from Eq. (4.19). Note that
in the case of an environment including lossy constituents Eq. (4.22) describes the sum
of the power radiated into the continuum and the power absorbed by the environment,
provided you can draw a closed surface around the source without enclosing any lossy
material.

So far, we have not specified what creates the dipole moment p. While Eq. (4.22)
holds for any environment, in order to derive the scattering and absorption cross-
section of a single particle we now consider the case of a single isotropic scatterer
with polarizability α in a homogeneous lossless medium driven by a plane wave Ein.
We insert p=αE into Eq. (4.22) to calculate the power scattered by the particle and
remember that the time-averaged Poynting vector along the propagation direction
〈S〉 = 1

2

√
ε0
µ0

n |E|2 gives the incoming power. By dividing the scattered power by the
incoming power flux density we obtain the scattering cross-section

σscat = ω4

6πε2
0c4

|α|2 . (4.23)

For a weak scatterer, i.e. far away from any resonance in α, the wavelength dependence
shows the famous λ−4 behavior of Rayleigh scattering, which is one main reason why
the sky appears blue. This dependence can be obtained from a simple dimensional
analysis [25]. Importantly, we have arrived at the scattered power by considering the
work that is done on the dipole moment by its own field. In contrast, the energy removed
by the scatterer from the incoming beam must equal the work that is done on the dipole
moment by the incoming field. The cycle averaged extinction is therefore [10]

Pext = 〈ReEin ·Rej〉 = 1

2
ωIm (E†

inp), (4.24)

which leads to the extinction cross-section of a dipolar scatterer in a homogeneous
medium

σext = ω

ε0cn
Imα. (4.25)

We note after comparing Eqs. (4.23) and (4.25) that since α∝V the ratio of scattered
to extinct power, commonly referred to as the albedo [19], vanishes for small volumes,
such that small particles practically only absorb.

Importantly, in any environment described byG, energy conservation requires that
the scattered power Eq. (4.22) can never exceed the extinct power Eq. (4.24), such that

α†ImGα≤ 1

2i

(
α−α†

)
. (4.26)
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The relation Eq. (4.26) is a general form of the optical theorem that restricts the
polarizability α to conserve energy [26]. In the special case of a lossless and homoge-
neous medium with refractive index n and an isotropic scatterer with polarizability α
Eq. (4.26) reduces to [27]

nω3

6πε0c3
|α|2 ≤ Imα. (4.27)

The correction of the polarizability given in Eq. (4.20) makes sure that the optical
theorem Eq. (4.27) is obeyed and energy is conserved. The equality sign in Eqs. (4.26)
and (4.27) holds for the case of any hypothetical scatterer without material loss, i.e.
γ= 0, on resonance. More importantly for practical cases, the radiation damping term
entering the denominator of the expression for the polarizability according to Eq. (4.17)
scales with the particle volume, such that for large scatterers the radiation damping will
exceed the material damping. The line-width of the polarizability of plasmonic particles
larger than about 40 nm in diameter is typically dominated by radiation losses [28].

Importantly, the electromagnetic environment entering Eq. (4.26) via the Green
function G bounds the scattering strength of any dipole to the unitary limit. Let us
consider an isotropic scatterer in vacuum, where we can combine Eqs. (4.25) and (4.27)
to obtain the maximally possible extinction cross-section of any dipolar scatterer
σUL

ext = 3
2πλ

2. We will reencounter the unitary limit in the context of assemblies of
scatterers in Chapter 5 and its repercussions in a complex environment will be of
paramount importance in Chapter 6.

We have just reminded ourself how to calculate the extinction and scattering cross-
sections of single particles. The value and success of the coupled-dipole model relies on
the fact that it allows to calculate extinction, scattering, and absorption cross-sections
of clusters of particles, as well as eigen-modes and radiation patterns, also for clusters
of particles [5, 10, 11, 18, 29]. As we will illustrate in the next section, also the LDOS
is easily available in a coupled-dipole approach. The coupled-dipole formalism has
recently been extended to magneto-electric scatterers [27]. The typical procedure to
obtain any observable is to first specify the particle positions and their electrodynamic
polarizabilities. At this point the coupling matrix M , given in Eq. (4.12), is fully
defined and has to be inverted. To find the dipole moments for any driving field remains
a simple matrix multiplication according to Eq. (4.11). With the knowledge of the
dipole moments resulting from a specific driving field all desired observables can be
derived. For example, the extinction cross-section of a particle cluster is obtained
from choosing a plane wave as a driving field and summing the power dissipated by
that driving field by acting on the resulting individual dipole moments according to
Eq. (4.24). To obtain the scattering cross-section of a particle cluster we calculate the
Poynting vector of the fields generated by the individual dipole moments through a
hypothetical sphere. This procedure can be carried out with limited computational
effort by choosing the sphere sufficiently large and applying a far-field approximation
for the dipole radiation. With the same recipe we can naturally also calculate differential
scattering cross-sections and thereby radiation patterns of particle clusters.

Regarding the driving field, we are of course not limited to plane waves. Most
interesting for the purpose of this thesis is certainly to choose a dipolar point source to
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drive an ensemble of scatterers to model the field emitted by a dipolar source in the
vicinity of a cluster of scatterers. The dipole field generated by that point source, given
in Eq. (4.6), then enters Eq. (4.11) as the driving field and the total radiated field is
the superposition of the driving field and the fields generated by the induced dipole
moments of the scatterers calculated according to Eq. (4.11).

4.6 Spontaneous-emission rate enhancement
Most interesting for the purpose of this thesis is to calculate the LDOS at a particular
position with respect to an ensemble of point scatterers. Xu, Lee, and Yariv [30] have
shown that the spontaneous-emission rate of a quantum-mechanical two-level system
with transition frequency ω is proportional to the power dissipated by a constant-current
source of the same frequency [2]. We can therefore calculate the spontaneous-emission
rate enhancement via the enhancement in power dissipated by a classical constant-
current source in the complex photonic environment as compared to a reference system.
To this end, we revert to the expression for the power dissipated by an oscillating dipole
in Eq. (4.24), under the assumption that ImG does not significantly change across the
natural line-width of the quantum emitter [30, 31]. Upon splitting the Green function
into its free and scattered parts the decay-rate enhancement with respect to vacuum is
given by

A = 1+ p†ImGs(r0,r0)p

p†ImGvac(r0,r0)p
. (4.28)

From Eq. (4.28) we can immediately appreciate that the rate enhancement (or suppres-
sion) of a spontaneous emitter in a complex photonic system is a result of the radiation
reaction of the emitter’s own field scattered by the environment and returning with
a phase shift to perform work on the source, thereby increasing (or decreasing) the
resistance of the vacuum. This picture merits the interpretation of the LDOS as an
impedance experienced by a quantum emitter [32, 33]. Importantly, Eq. (4.28) allows
to calculate the decay-rate enhancement, and therefore the LDOS, in any photonic
environment whose Green function is known, despite that system possibly exhibiting
material losses, which renders literal counting of the states impossible [34, 35]. The
strength of Eq. (4.28) is that it allows to determine the LDOS by evaluating ImG only
at a single point, namely the origin. It however hides the different contributions to
the LDOS since the dissipated power calculated according to Eq. (4.28) contains all
contributions to the LDOS, both radiative and non-radiative, due to the environment. If
we desire to separate the rate enhancement due to radiative decay enhancement we will
have to integrate the radiated power in the far field.

Finally, we would like to point out that the community of spontaneous-emission
control, including ourself, handles the term LDOS rather sloppily. LDOS is used to
refer to the energy and volume density of states, but also to the imaginary part of the
Green function ImG(r,r), its component projected on a certain dipole orientation
p̂†ImGvac(r0,r0)p̂, its trace tr{ImG} or any of these quantities normalized to the
corresponding value in vacuum. Typically, no confusion arises from the context.
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5
Signature of a Fano Resonance in the LDOS of a
Plasmonic Heptamer

We present measurements on plasmonic meta-molecules under local
excitation using cathodoluminescence which show a spatial redistribution
of the local density of optical states at the same frequency where a sharp
spectral Fano feature in the extinction cross-section has been observed.
Our analytical model shows that both near-field and far-field effects arise
due to interference of the same two eigen-modes of the system. We present
quantitative insights both in a bare-state, and in a dressed-state picture
that describe plasmonic Fano interference either as near-field amplitude
transfer between three coupled bare states, or as interference of two
uncoupled eigen-modes in the far field. We identify the same eigen-mode
causing a dip in extinction to strongly enhance the radiative local density of
optical states, making it a promising candidate for spontaneous-emission
control.

5.1 Introduction
Interference is ubiquitous in physics. Significant recent advances in optics as well as
quantum physics hinge on interference, inherent in the wave nature of light and matter,
and the superposition principle. In quantum optics, the Fano effect and its occurrence in
electromagnetically induced transparency (EIT) have in particular triggered tremendous
interest as phenomena relying on quantum interference [1] in light-matter coupling. In
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EIT, a strongly absorbing atomic vapor coupled to an intense pump field acquires a
narrow transparency window with unusual features, such as ultralow group velocities
and huge nonlinearities. These extraordinary properties have attracted the interest of
the field of nanophotonics, the science of engineering the generation, the propagation
and the absorption of light on a subwavelength scale [2]. The aspiration of nano-optical
circuitry with powerful functionality led to the development of optical metamaterials.
These artificial materials are composed of meta-atoms, designed building blocks giving
rise to peculiar properties not found in natural materials [3]. Inspired by quantum optics,
scientists have identified plasmonic meta-molecules whose optical properties mimic
EIT-lineshapes in atomic vapors, an effect termed ‘plasmon-induced transparency’
(PIT) [4], based on the Fano interference of a super- and a sub-radiant mode. Even
without the benefit of a full electrodynamic model reaching beyond brute-force numeri-
cal simulations, remarkable intuition and simple electrostatic arguments have led to the
development of several structures exhibiting PIT [4–13]. While in PIT plasmonic meta-
molecules control the propagation of light by creating narrow dark resonances useful
for slow light or sensing, another class of nanostructures termed ‘optical antennas’
is currently being developed to tailor light-matter interaction [14–16]. Antennas
exploit bright resonances to enhance the emission of light. Practically all aspects of
spontaneous-emission control by optical antennas rely on designed enhancement of
the local density of optical states (LDOS), arguably the most fundamental quantity in
nano-optics [2]. An outstanding question is what the LDOS of PIT structures is, and
if one can use the narrow dark lines of PIT to improve optical antennas. To answer
this question it is essential to unravel which modes are involved in PIT, how they
project on localized driving, and how they give rise to our observable, i.e. far-field
radiation. To date, the community has relied on the interpretation of symmetry inspired
dipole patterns as ‘modes’ [12] or abstracted ‘modes of constituents’ [17, 18]. In both
pictures, the ‘modes’ were assumed to be mutually-coupled harmonic oscillators [19],
and were used to fit lineshapes of a variety of observables encountered in experiments
and numerical simulations [6]. A sensible definition of the uncoupled ‘eigen-modes’ of
a PIT structure as they arise due to the electrodynamic interaction of the constituents
has remained elusive.

In this Chapter, we map the LDOS of a plasmonic molecule known to exhibit PIT.
Under near-field driving using cathodoluminescence (CL) we observe a marked spatial
redistribution of the LDOS occurring at wavelengths coincident with the PIT-dip in
extinction, thereby relating far-field data to the near-field LDOS. We present a model
that identifies the diagonal ‘dressed states’ of the meta-molecule and proves the LDOS
feature to be due to interference of the same eigen-states that are responsible for PIT
in plane-wave extinction. We draw three remarkable conclusions beyond the analogy
with atomic EIT. Firstly, we find a ‘screening’ state that significantly renormalizes
the interaction. Secondly, we conclude that all observations can be viewed purely as
far-field interference of two eigen-modes of the system. Thirdly and surprisingly, we
identify the sub-radiant mode to be a promising candidate to enhance brightness and
rate of spontaneous emission into the far field.
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Figure 5.1: (a) SEM micrograph of plasmonic heptamer. Scalebar is 200 nm.
(b) Sketch of experimental setup showing sample, impinging electron beam, parabolic
mirror and optics guiding cathodoluminescence to a spectrometer.

5.2 Experimental
We fabricated plasmonic Au heptamers by electron-beam lithography, thermal evapo-
ration and lift off [20] on a 1×1cm2 Si wafer covered with 1 µm thermal oxide. The
bare substrates were cleaned by ultrasonication in water and subsequent immersion in
base piranha (H2O, 30% NH4OH, 30% H2O2, in 5:1:1 ratio) at 75◦C for 30 minutes.
We pretreat the cleaned samples with HMDS primer prior to spinning ZEP-520a
resist (diluted 5:2 in anisole) for 45 s at 3 krpm, which results in a 120 nm resist layer.
Substrates are baked for 5 minutes at 180◦C and covered with a layer of conductive
polymer (Espacer 300Z). The electron-beam lithography is done in a Raith e-line
system at an acceleration voltage of 20 keV and with an area dose of 50 µC/cm2. The
exposed pattern is developed in N-amyl acetate for 60 s and rinsed in methyl-isobutyl-
ketone and iso-propanol. In the following step 35 nm of gold are deposited by physical
vapor deposition at 8×10−7 mbar at a rate of 0.5Å/s. Lift-off is performed by immersion
of the sample in N-methyl-2-pyrrolidone at 65◦C for 4 hours and subsequent rinsing in
acetone and iso-propanol.

Each heptamer consists of nominally identical particles arranged on the corners and
center of a hexagon. A SEM image of a typical heptamer with particle diameter 150 nm,
and gap width 25 nm is shown in Fig. 5.1(a). The CL measurements were performed
in a scanning-electron microscope, sketched in Fig. 5.1(b). CL maps are acquired
by raster scanning the focused electron beam (30 keV, waist < 5 nm, step-size 10 nm)
across the sample. No alteration of samples due to electron-beam irradiation with
regards to appearance under SEM or CL imaging was observed. Emitted light collected
with a parabolic mirror [acceptance angle 4.6 sr, paraboloid parameter (10mm)−1]
is focused onto a 600 µm-diameter-core multimode fiber using an achromatic lens.
The fiber is connected to a spectrometer (PI Acton SP2300i) with a liquid-nitrogen-
cooled silicon CCD array (Princeton Instruments, Spec-10 100F/LN). The measured
signal hence represents ‘CL excitability’ as a function of detection wavelength and
spatial excitation coordinate. In Fig. 5.2(a) we show CL collected from the heptamer
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Figure 5.2: (a) Measured CL excitability maps of plasmonic heptamer. (b) Calculated
maps of radiative LDOS. Inset: colorbar for (a) and (b). (c) Limits of colorscale for (a).
Background around 700 nm stems from oxide substrate. (d) Calculated radiative LDOS
enhancement on central (purple) and outer (olive) particles of heptamer with particle
diameter/gapwidth 150/25 nm. Blue and red symbols denote colorscale limits of frames
in (b). (e) Measured differential-excitability spectra showing intensity difference
between outer and central particles. Green (black): Particle diameter/gapwidth
150/25 nm (100/25 nm). Errorbars denote standard deviation of 4 (2) structures.
(f) Calculated power radiated by super- and sub-radiant eigen-modes of heptamer
upon driving central (purple)/outer (olive)/all (orange dashed) particles with vertical
electric field corresponding to black curve in (e) (100/25 nm).
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in Fig. 5.1(a) as a series of spatial excitation maps by binning the data into 50 nm
wavelength slices. We identified pixels on substrate vs. on Au particles by thresholding
the SEM data collected in parallel with the CL. We clamp the color value for all
substrate pixels to the smallest value obtained on any Au particle to maximize color
contrast for the regions of interest we analyze, i.e. the particles. The minimum and
maximum values of the colormaps in Fig. 5.2(a) [colorbar in inset in Fig. 5.2(b)] are
plotted in Fig. 5.2(c). While at wavelengths shorter than 800 nm in Fig. 5.2(a) the outer
particles appear brighter, i.e., their excitability is higher, the situation is reversed at
wavelengths longer than 800 nm, where the inner particle is more excitable. Local
hot-spots are due to surface roughness inherent to the fabrication. To quantify the
observed swap in local excitability we discriminate pixels belonging to individual
particles by thresholding the secondary-electron image taken in parallel with the CL
data. We then spatially average the spectra of all pixels belonging to outer particles and
do the same for pixels belonging to the inner particle. Subsequently, we subtract the
averaged spectra of outer and inner particles from each other. The resulting ‘differential
excitability’ is therefore positive if the outer particles are more excitable than the inner
one. This procedure eliminates the broad background fluorescence of the oxide layer
around 650 nm, which causes the overall increase in absolute signal towards the blue
in Fig. 5.2(c). Figure 5.2(e) shows differential-excitability spectra for heptamers with
particle diameter/gap size 150/25(±5) nm averaged over four structures [green squares]
and 100/25(±5) nm, averaged over two [black squares]. The wavelength where the
differential excitability changes sign, i.e., where excitability swaps from outer to inner
particles, appears around 800 nm for the large heptamers, as reported in Fig. 5.2(a),
and blue-shifts to 650 nm for smaller particles.

5.3 Electrodynamic model
We model the plasmonic heptamers with the fully electrodynamic coupled-dipole
model described in Chapter 4. First, we show that this model captures both the far-
field Fano interference, and the excitability swap in our experiment. Subsequently,
we derive new insights by identifying the bare and dressed states in analogy to the
atomic system. As a reminder, in our model the response of each particle to an electric
field, i.e. its dipole moment p=αE, is proportional to its Lorentzian polarizability
tensor α.∗ The resulting set of coupled linear equations can be written in the form
P =M−1 ·Eext, where Eext is the incident field driving each particle. Both Eext and P

have 3N = 21 elements for N = 7 particles. The interaction matrixM has the inverse
of α on the diagonal, while the off-diagonal elements describe the interaction between
dipoles as set by the electrodynamic Green function. For any dipole assembly M
can be inverted to find the polarization state P induced by any driving Eext. Since
this linear problem contains full electrodynamic interactions, its solution allows to

∗We model the particles as oblate spheroids with short axis 15 nm and long axis 50 nm [75 nm for LDOS
maps in Fig. 5.2(b)] in air [21] and extend the static polarizability by a radiation damping term [22]. For ε
we assume a Drude model (ω0 = 4.76 ·1015 rad s−1, γ= 8.5 ·1013 s−1).
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Figure 5.3: (a) Bare-state nondiagonal polarization basis, consisting of a super-radiant,
sub-radiant and dark symmetry-adapted linear combination (SALC) of E1u derived
from group theory. (b) Dressed-state basis of decoupled super-radiant, sub-radiant and
dark eigen-modes (small out-of-phase components not visualized). (c) Real and (d)
imaginary parts of polarizabilities of the eigen-modes and a single constituent particle
in 10−31 Cm2/V. For comparison, in (d) we also plot the unitary limit. (e) and (f) are
radiation patterns of super-radiant and sub-radiant eigen-modes in W/sr. Radiative
strength indicates total radiated power relative to super-radiant eigen-mode.

calculate any near- and far-field observable. Specifically, the intensity of generated CL,
i.e. local excitability, is proportional to the component of the radiative LDOS along
the impinging electron beam [23, 24]. In a nutshell, in order to satisfy the boundary
conditions when an electron traverses the sample-vacuum interface an electromagnetic
field has to be generated [25]. One can therefore think of the electron beam as a
broad-band constant-current source in close proximity and perpendicularly oriented to
the interface, radiating in proportion to the radiative LDOS at the specific location.

Figure 5.2(b) shows calculated maps of the radiative LDOS for driving perpen-
dicular to and located 40 nm above the plane of the meta-molecule. The limits of the
colorbar are indicated in Fig. 5.2(d). As in the experimental data, the ring-shaped
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profiles per particle imply that we detect in-plane induced particle polarizations, despite
the out-of-plane incident electron beam [26]. The calculations in Fig. 5.2(b) reproduce
the measured swapping of LDOS from outer to inner particles experimentally observed
in Fig. 5.2(a). Note that the apparent discrepancy of the absolute scaling of experiment
and theory in Figs. 5.2(c) and (d) is a result of the substrate-fluorescence background
together with the vanishing detector efficiency towards the infrared. Calculated maps
similar to those in Fig. 5.2(b) (not shown) for smaller particles confirm the shift of
spectral features to shorter wavelengths with decreasing size as experimentally observed
in Fig. 5.2(e). As we show below in Fig. 5.5 the Fano dip in extinction [11] calculated
using the same model coincides with the spectral position of the excitability swap in
CL, pointing at a direct relation between LDOS and Fano interference.

5.4 Symmetry of the heptamer and eigen-modes
While the calculation itself so far provides little insight, the gratifying quantitative
confirmation of the Fano extinction dip and the concomitant CL signature suggest to
search for deeper insight into the physical mechanisms within our model. As noted
in Chapter 4 already, Eq. (4.11) is a generalized form of Eq. (4.9). Diagonalization of
the inverse of the coupling matrixM−1 will yield its eigen-vectors, which correspond
to the polarization eigen-states of the plasmonic heptamer, while the associated eigen-
values can be regarded as the eigen-polarizabilities of the structure. Three essential
steps simplify the task of diagonalization.

First, the diagonalization of a matrix is the search for a suitable coordinate system,
which is determined by the symmetry of the problem. The plasmonic heptamer studied
here is a highly symmetric structure and we can apply the group theoretical formalism
developed to describe the vibrational excitations of molecules [27]. Mirin et al. [28],
have already exploited the D6h symmetry of the heptamer in an electrostatic treatment.
The correct reducible representation of the heptamer reads [28]

Γheptamer = 1A1g +1A2g +1B2g +2E2g +1E1g

+2A2u +1B1u +1B2u +1E2u +3E1u .
(5.1)

Therefore, Symmetry-Adapted Linear Combinations (SALCs) of dipole moments [27,
29] cast the electrodynamic coupling matrixM into block diagonal form since group
theory naturally extends beyond electrostatic hybridization [30], allowing a symmetry-
based decoupling also for calculations of scattering.

Second, since we rely on far-field detection, we focus our attention on the infrared-
active E1u irreducible representations, which have finite net-dipole moment. These
excitations are dubbed ‘IR-active’ in spectroscopy terminology and are easily identified
in the character table since they transform as the coordinates.† Due to the degeneracy
of horizontal and vertical polarization in the sixfold symmetry we are left with a

†The other IR-active irreducible representation is A2u and belongs to out-of-plane dipole moments,
which we disregard, since their resonances are shifted far to the blue due to the oblate particle shape, and
furthermore radiation from vertical dipoles is not collected very efficiently by the parabolic mirror.
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three-dimensional subspace. While symmetry dictates the subspaces spanned by
the respective irreducible representations, it does not favor any particular choice of
coordinates within these subspaces. We therefore pick the basis that spans the E1u

subspace that prevails in the discussion of PIT [12, 28]. That choice of SALCs (vertical
polarization only) is shown in Fig. 5.3(a). Two SALCs are the in-phase and out-of-
phase superpositions of one hexamer and the single particle E1u modes pointed out in
Reference [28]. In addition to the super-radiant SALC (large net dipole moment) and
sub-radiant SALC (threefold smaller dipole moment), symmetry requires a third dark
SALC with zero net dipole moment. One obtains the corresponding degenerate SALC
basis for the horizontal polarization by simply rotating all dipole moments by 90◦.

It is important to realize that the SALC basis is chosen based purely on intuition
since no coupling parameters have been considered thus far. Fano resonances in
plasmonic heptamers are commonly explained as an interference effect of the super-
radiant and sub-radiant SALC in Fig. 5.3 [11, 12, 28] in a mechanical mass-spring
model of two coupled harmonic oscillators, of which one is strongly and one is weakly
damped [19]. The strongly damped mechanical oscillator is then identified with the
super-radiant SALC and the weakly damped oscillator with the sub-radiant SALC.
Furthermore, the driving field is assumed to only act on the super-radiant SALC. Indeed,
the work done by the driving on the strongly damped oscillator exhibits lineshapes
quite similar to extinction lineshapes observed in PIT structures [19]. However, in
order to reach beyond a qualitative phenomenological description and unravel the
true eigen-modes of the system, the electrodynamic coupling constants governing the
interaction between the SALCs need to be taken into account.

The knowledge of the symmetry has allowed us to separate the three dimensional
E1u subspace from the 18 other degrees of freedom. Up to this point, however, our
treatment is entirely based on symmetry arguments and does not contain any knowledge
about either the nature or the strength of the mutual interaction between the dipole
moments of the individual particles. Therefore, as a third essential step, we take the
coupling constants into account by diagonalizing the E1u sub-matrix ofM to find the
true decoupled eigen-modes. Remarkably, the three eigen-vectors of E1u , sketched in
Fig. 5.3(b), are almost unchanged across the frequency range from 400 to 1000 nm.‡

The complex eigen-values, in contrast, show strong dispersion, as shown in Fig. 5.3(c,d).
These eigen-values are the ‘eigen-polarizabilities’ of the eigen-modes under which
the E1u sub-matrix ofM is diagonal and which therefore are by definition decoupled.
Considering the dipole distributions in Fig. 5.3(b) we can classify the first eigen-mode as
super-radiant, therefore featuring a broad eigen-polarizability [Fig. 5.3(c,d), solid line],
reminiscent of the super-radiant SALC in that all dipole moments are approximately
aligned [compare Fig. 5.3(a,b)]. The second eigen-mode is sub-radiant with a narrow
resonant eigen-polarizability around 630 nm, i.e., at the observed Fano dip and LDOS
feature [Fig. 5.3(c,d), dotted line]. Due to the coupling set byM , this sub-radiant mode
is remarkably different from the sub-radiant SALC. The third eigen-mode, dubbed
‘dark’, has a narrow resonance at significantly shorter wavelengths, beyond our range of

‡The fact that the eigen-vectors are practically constant for all frequencies is not a given. Remember that
the coupling matrixM (ω) is frequency dependent.
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interest [long dashed line in Fig. 5.3(c,d)]. Since the dark mode’s eigen-polarizability
is negligible around 630 nm, the Fano interference is explained in terms of just the
super- and sub-radiant modes [solid and dotted lines in Fig. 5.3(c,d)]. In Fig. 5.3(e,f)
we plot the radiation patterns of the super- and sub-radiant eigen-modes, which were
calculated by evaluating the Poynting vector in the far field with the amplitude of the
mode set to unity. The super- and sub-radiant eigen-modes have largely overlapping
radiation patterns, although with a twelvefold ratio in integrated radiated intensity at
identical amplitude. While the eigen-modes are by definition decoupled, the excellent
radiation-pattern overlap implies that nearly completely destructive or constructive
interference can occur in the far field.

5.5 Two eigen-modes explain all observations
To demonstrate that two eigen-modes capture all the physics observed both under local
and plane-wave driving, we perform calculations using just the super-radiant and sub-
radiant eigen-modes. The purple curve in Fig. 5.2(f) shows the power radiated by the
heptamer when only the central particle is driven. The total radiated power (proportional
to CL intensity generated on the central particle) shows an asymmetric peak at 650 nm
with a steep slope on its blue side, and a strongly broadened wing on its red side.
The localized driving mainly projects on the resonant sub-radiant mode. The super-
radiant mode provides a weak contribution that interferes destructively on the blue,
and constructively on the red side of the resonance, leading to the typical asymmetric
Fano lineshape. Importantly, when driving the outer particle [olive curve in Fig. 5.2(f)],
the peak asymmetry is reversed, as the relative phase between excitation of the broad
super-radiant and narrow sub-radiant mode is swapped. This asymmetric broadening
in opposite directions underlies the measured dispersive differential excitability in
Fig. 5.2(e), and signifies interference of the two decoupled eigen-modes on the detector.
When driving the heptamer by a plane wave [Fig. 5.2(f), orange dashed line], we find
that the same two modes cause the Fano dip reported in literature [11]. The dark
Fano feature in extinction coincides spectrally with the asymmetric CL peaks, i.e. the
asymmetric radiative LDOS enhancement, evident in local excitation. In contrast to
local excitation, plane-wave driving strongly drives the super-radiant mode, causing the
weakly excited sub-radiant eigen-mode to appear as a narrow dip on a high background.
We conclude that the measured redistribution of the LDOS in the CL data signifies the
same interference mechanism as the Fano dip in extinction, though with very different
super-radiant and sub-radiant mode amplitudes.

Most notably, the purple curve in Fig. 5.2(f) illustrates that upon locally driving
the central particle the heptamer is a very efficient and bright optical antenna. This
enhancement of the radiative LDOS surprisingly results from the efficient excitation
of the sub-radiant mode. To quantify the potential of the plasmonic heptamer as an
optical antenna we also plot the polarizability of a single constituent particle of the
heptamer in Fig. 5.3(c,d) as the dash-dotted line. Clearly, the eigen-polarizability of
the sub-radiant eigen-mode exceeds that of the single particle and is narrower in width.
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We also plot the unitary limit in Fig. 5.3(d) as the dashed line with squares, which
gives the theoretical limit for a single dipolar scatterer’s polarizability, as outlined
in Section 4.5. Importantly, the eigen-polarizability of the sub-radiant eigen-mode
on resonance exceeds the unitary limit by about a factor of two. We therefore draw
the counterintuitive conclusion that introducing sub-radiant modes that are usually
associated with dark PIT phenomena can actually enhance the capability of optical
antennas to create bright and efficient emitters with a large radiative LDOS. The
theoretical analysis tool that we have applied to the specific case of a heptamer will be
of great value to explore the application of PIT to spontaneous-emission enhancement.
Our approach goes beyond both brute-force numerical techniques and electrostatic
hybridization and provides a generic, analytical framework that for the first time reveals
the true eigen-modes of a structure exhibiting PIT, their polarizability, brightness, and
response to any near-field or far-field driving.

5.6 Symmetry breaking and quantum efficiency
Having identified the potential of plasmonic heptamers for radiative LDOS engineering
we investigated both experimentally and theoretically the robustness of the observed
LDOS features against symmetry breaking. In extinction, Hentschel et al. have found
a remarkable persistence of the Fano feature in heptamers with broken symmetry [10].
Figure 5.4(a) shows a series of CL excitability maps at different wavelengths around
the Fano resonance for a symmetry-broken heptamer. The rightmost panel of Fig. 5.4(a)
shows a SEM image of the symmetry broken structure, showing that the central particle
is horizontally displaced to the left by 20 nm, yet without particles touching. The
measurements on the asymmetric heptamer in Fig. 5.4(a) share the same prominent
features observed for the symmetric heptamer in Fig. 5.2(a), namely, a reduced CL
excitability, i.e. radiative LDOS, on the central particle on the blue side of the Fano
resonance [left panel of Fig. 5.4(a)] and a swap of the radiative LDOS to the central
particle on the red side of the Fano resonance [third panel of Fig. 5.4(a)]. This
overall robustness of the Fano resonance in the LDOS is consistent with the robustness
against symmetry breaking of the Fano resonance in plane-wave extinction reported
by Hentschel et al. [10]. In addition we note that symmetry breaking redistributes the
LDOS over the outer ring. On the blue side of the Fano resonance the reduced LDOS
on the central particle is extended to the closest particle on the outer ring. Symmetry
breaking is hence a tool to redistribute LDOS without losing the overall Fano resonance.
Figure 5.4(b) shows calculated maps of the radiative LDOS for a plasmonic heptamer
with the central particle displaced to the left. The calculations fully corroborate the
experimental observations on the plasmonic heptamer with broken symmetry.

Since the potential of the Fano resonance for bright antennas requires a high
quantum yield for emission, we calculated the quantum yield of a dipolar emitter
coupled to a symmetric plasmonic heptamer with particle diameters of 100 nm and gap
width 25 nm, which has its Fano resonance around 600 nm [see Fig. 5.2]. The blue/green
curve in Fig. 5.4(c) shows the quantum efficiency of a dipolar emitter in the vicinity
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Figure 5.4: (a) CL excitability maps for increasing wavelength from left to right
for plasmonic heptamer with symmetry broken by displacing central particle along
horizontal symmetry axis. Right-most panel shows SEM image of structure (scalebar
200 nm). (b) Calculated radiative LDOS of heptamer with central particle off-center.
(c) Quantum efficiency of spontaneous emitter coupled to outer/inner particle of
plasmonic heptamer (blue/green curve).

of and therefore mostly driving the outer/inner particle of the heptamer. Notably,
throughout the spectral range of the Fano resonance around 600 nm the quantum
efficiency remains above 70%, illustrating the fact that the plasmonic heptamer acts as
both a bright and efficient optical antenna, even at the sub-radiant resonance.

5.7 Far-field interference in eigen-basis
To gain further insight in the response of the individual modes, we focus on plane-wave
driving and Fano interference in the extinction cross-section σext of the symmetric
heptamer plotted as the dash-dotted line in Fig. 5.5(a). In Fig. 5.5(b,c) we plot the
induced (complex) polarization P of the eigen-modes. Extinction [work done by
the driving Im(Eext ·P ), normalized to incident intensity] can readily be split into
contributions from different modes [Fig. 5.5(a)]. The total extinction cross-section is
in excellent quantitative agreement with reported brute-force numerical results [11],
underlining the suitability of a dipole model. The super-radiant mode provides a broad
positive extinction [solid line in Fig. 5.5(a)]. The Fano dip in the sum is created
by the sub-radiant mode [long-dashed line]. Its surprising negative contribution to
σext indicates that the mode feeds energy back into the driving field, equivalent to
destructive far-field interference. This energy cannot result from direct driving of the
super-radiant mode and subsequent amplitude transfer [19], since the eigen-modes are
strictly decoupled. Since the projection of plane-wave driving on the eigen-modes has
no frequency dependence, the excitation amplitudes in Fig. 5.5(b) simply follow the
eigen-polarizabilities in Fig. 5.3(c,d). On the Fano dip, the sub-radiant mode’s net
dipole moment compensates that of the super-radiant mode such that their superposition
barely radiates. Importantly, the sub-radiant eigen-mode must possess nonzero dipole
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Figure 5.5: (a) Calculated contribution of eigen-modes [Fig. 5.3(b)] to extinction
cross-section of plasmonic heptamers. (b) Eigen-mode amplitude and (c) phase relative
to driving field. (d,e,f) Corresponding graphs in the nondiagonal bare-state basis
[Fig. 5.3(a)].

moment (and excellent radiation pattern overlap with the super-radiant mode) to lead
to a PIT dip in extinction. It is this nonzero dipole moment together with a very strong,
narrow eigen-polarizability [dotted lines in Fig. 5.3(c,d)] that also ensures that the
sub-radiant mode can give rise to an enhanced radiative LDOS at the central particle,
as seen from Fig. 5.2(f).

5.8 Identification of bare and dressed states
Fano interference is inextricably linked to coherent transfer of amplitude to states
that are not directly driven [19]. Indeed, this is the picture in which the discussion
of PIT has been led thus far [4–13]. Necessarily, the eigen-mode basis of any linear
system never involves amplitude transfer, as eigen-modes are decoupled. Figure 5.5(a-
c) confirms this viewpoint, which is analogous to analyzing atomic EIT in terms of
dressed states [1] that decay to the same continuum with opposite phase. The alternative
view on EIT, in which amplitude transfer does occur, is as an interference of different
pathways of coherently coupled bare states [1]. The basis of SALCs [Fig. 5.3(a)]
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provides the analog of such bare states in EIT for the PIT system. The contributions
of the three SALCs to σext plotted in Fig. 5.5(d) reveal a dip in the broad band of the
super-radiant SALC [solid line]. However, also the sub-radiant SALC [long-dashed
line] contributes significantly. Even though the contribution of the dark SALC [dotted]
to σext is strictly zero it is crucial for the Fano dip. Figure 5.5(e) shows that the dark
SALC acquires an amplitude at the Fano dip as large as that of the sub-radiant SALC.
However, around the Fano dip the polarization P of the dark SALC is locked in
amplitude and phase to the sub-radiant SALC [Fig. 5.5(e,f)]. One can hence view the
dark SALC as a screening effect that allows to describe the three-state interaction as the
interaction between just two oscillators [19] with renormalized resonance frequencies
and strengths. In conclusion, in the SALC basis in whichM is not diagonal, amplitude
transfer occurs to a linear combination of the sub-radiant and dark SALC [Fig. 5.5(e)].
The link between the complementary interpretations of PIT in scattering systems via
either amplitude transfer in a nondiagonal basis or far-field interference in an eigen-
basis is ultimately provided by the optical theorem which constrainsM and thereby
inextricably links radiated power and induced complex dipole moments to satisfy energy
conservation. Generally, in any nondiagonal basis an apparent amplitude transfer
between nondiagonal basis vectors will occur. In particular, the SALC basis commonly
chosen by the community and depicted in Fig. 5.3(a) is not distinguished from any other
orthonormal linear combination of dipole moments, except for one basis set, which
is the eigen-basis depicted in Fig. 5.3(b). This one special eigen-basis is determined
by the strength of the coupling between the constituents and can therefore never be
retrieved from symmetry considerations alone. Likewise, attempts to retrieve eigen-
modes from numerically obtained field snapshots must fail [11, 12, 31]. Such field
maps are necessarily always obtained as a brute-force solution under certain driving
conditions and therefore represent a superposition of eigen-modes with individual
amplitudes according to the overlap between the driving field and the respective eigen-
mode. However, the eigen-modes are by their very nature independent of the driving
conditions since they purely arise from the coupling constants mediating the interaction
between the individual constituents of the PIT structure. The very same coupling
constants would have to enter a coupled mechanical oscillator model [19] in order
to provide a quantitative description of the physical reality. Since the coupling and
damping constants in the PIT scattering problem are electrodynamic in nature and are
strictly constrained by the unitary limit they can never be obtained from a coupled-
mechanical-oscillator simile. Therefore, all such an oscillator model can provide is (for
the special case of constituents with Lorentzian response) a set of formulas to fit from
hindsight the damping rates and coupling constants after the solution to the problem is
already known thanks to a numerical or real-world experiment [6, 18].

5.9 Conclusions
In conclusion, we measured a spatial redistribution of the LDOS of plasmonic hep-
tamers using CL at the spectral position that coincides with the reported Fano extinction
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dip. Both LDOS redistribution and Fano dip result from interference in the far field
of the same two eigen-modes, excited in different coherent superpositions. Our
findings bear a plethora of exciting prospects to harness the near field of plasmonic
molecules, especially in the context of spontaneous emission, or control of any process
in sensing, spectroscopy and nonlinear optics that benefits from an enhanced LDOS.
Strikingly, optimizing a Fano dip in extinction requires engineering of radiation-pattern
overlap between two involved modes that ensures an enhanced LDOS by constructive
interference. Also, completely dark SALCs may be utilized to optimize resonances
and interaction strengths, similar to the screening dark SALC in the heptamer. For
fluorescence applications, one typically requires simultaneous optimization of pump
field generated from a far-field beam, and optimization of the LDOS at the red-shifted
emission frequency. Our generic quantitative solution approach may yield universal
bounds on how to optimize the solution to such a problem using optical antennas with
a Fano resonance.
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6
Theory of a Superemitter in a Hybrid Photonic
System

We theoretically investigate how the enhancement of the radiative decay
rate of a spontaneous emitter provided by coupling to an optical antenna
is modified when this ‘superemitter’ is introduced into a complex
photonic environment that provides an enhanced local density of optical
states (LDOS) itself, such as a microcavity or stratified medium. We
show that photonic environments with increased LDOS further boost
the performance of antennas that scatter weakly, for which a simple
multiplicative LDOS lumping rule holds. In contrast, enhancements
provided by antennas close to the unitary limit, i.e. close to the limit
of maximally possible scattering strength, are strongly reduced by
an enhanced LDOS of the environment. Thus, we identify multiple
scattering in hybrid photonic systems as a powerful mechanism for LDOS
engineering. A didactic section discusses a hybrid photonic system in
both a coupled-oscillator and a lumped-circuit picture.

6.1 Introduction
Optics encompasses the most fascinating part of the electromagnetic spectrum, due
to its energetic overlap with electronic transitions in matter. Nanophotonics aims at
controlling such transitions by molding light at sub-wavelength scales. Purcell first
predicted that resonators modify the radiative lifetime of spontaneous emitters [1].
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Modern literature discusses the Purcell effect in terms of the local density of optical
states (LDOS), a fundamental quantity governing spontaneous emission, thermal
radiation, and vacuum forces [2]. Two tools have emerged to shape the LDOS: On
the one hand, interfaces [3, 4], photonic crystals [5, 6] and dielectric microcavities [7]
modulate the LDOS on length scales of order λ/2 via interference. On the other
hand, optical antennas [8–11] employ intrinsic plasmonic resonances to enhance
the LDOS on λ/20 length scales. Optical antennas are so small compared to the
wavelength λ that a source-antenna ensemble essentially radiates as a dipole. The
term ‘superemitter’ [12] captures this similarity to a bare molecule, but with much
higher radiative rate. The availability of photonic building blocks on such different
length scales raises the exciting idea of integrating deep-subwavelength superemitters
in much larger dielectric structures to obtain a combined advantage, for example
by placing a nano-antenna inside a microresonator [13] or onto a planar dielectric
antenna [14]. These developments trigger the question how the LDOS of such hybrid
systems emerges from the separate entities. Nano-optic devices can be interpreted
as lumped optical elements [15–19], where the LDOS acts as an impedance for a
spontaneous emitter, due to the fact that it radiates energy into its environment. Based
on this analogy, some circuit rule might be hoped for, which lumps the LDOS provided
by each photonic building block. Surprisingly, however, even the paradigmatic case
of a deep-subwavelength optical antenna embedded in an environment with an LDOS
modulation on a length scale comparable to the wavelength has remained unaddressed
thus far.

This Chapter investigates how the decay-rate enhancement provided by a superemit-
ter varies when it is placed within a larger photonic system, i.e., how the LDOS lumps.
We illustrate our theory, which is valid for any background LDOS, by two archetypical
examples: First, we investigate a superemitter coupled to high-Q resonances. Second,
we consider a superemitter in front of a perfect mirror without any resonances. Our
analytic, yet fully electrodynamic model yields a simple multiplicative LDOS lumping
rule for moderate antenna factors. For antennas close to the unitary limit, this simple
lumping rule breaks down and the total enhancement becomes proportional to the
inverse LDOS of the background system. This insight paves the way for engineering
the LDOS by exploiting multiple scattering in hybrid photonic systems. For didactic
purposes we discuss the case of a nano-antenna coupled to a single cavity mode in a
coupled-oscillator picture. Finally, we offer a lumped-circuit analogon to model the
superemitter-cavity system and outline how mechanical-oscillator and lumped-circuit
pictures fall short of quantitatively describing strongly scattering systems.

6.2 A spontaneous emitter as a constant-current
source

The radiative decay-rate enhancement of a quantum emitter can be calculated via the
power required to sustain a monochromatic classical point current j = ṗ0 that loses
energy by radiation [2]. This power equals the cycle-averaged work per unit time done
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by the source’s electric field on its own dipole moment p0. The electric field generated
at position r due to a source p0 at r0 is calculated via the electric Green function
G(r,r0) of the respective system. This approach yields the power required to drive the
source P = 1

2ωp
T
0 ImG(r0,r0)p0. For lossy environments, this expression describes

the total decay rate, i.e., radiation plus quenching induced by the environment. We
use the term LDOS to refer to ImG projected on a unit vector along p0, i.e. to the
decay-rate modification of a molecular dipole p0 at position r0. Every strategy to
boost decay rates via a photonic structure, be it large and dielectric, or a nano-antenna,
represents a modification of ImG. The small size and dipolar nature of a nano-antenna
however suggest to interpret its rate enhancement rather as an enhancement of the
dipole moment p0 instead of a change in ImG [12]. The simplest optical antenna is just
a particle with polarizability tensor α(ω) [8, 9]. At distance d in the near-field of an
emitter, the particle acquires a large dipole moment ∝α/d 3. The total dipole moment
of the emitter-particle assembly p= [1+α/d 3]p0 can exceed by far the source’s dipole
moment p0, rationalizing the term ‘superemitter’. If d ¿ λ, the power radiated by
a superemitter comprised of an isotropic particle of polarizability α with the dipole
moment p of the source radially aligned reads [12, 14]

P = 1

2
ω |p0|2 LDOSB(r0)× A (6.1)

and exceeds the power radiated by the bare source by the antenna factor A =∣∣1+α/d 3
∣∣2 ≈ |α|2 /d 6. The rate enhancement provided by the embedding background

is described by LDOSB. Mie calculations show that A accurately describes antenna
particles up to 60 nm in diameter in vacuum [20]. This reasoning suggests that a
superemitter can simply replace a bare molecule as a probe of larger photonic systems,
since a simple product rule lumps the enhancements provided by antenna and photonic
environment as A ·LDOSB.

6.3 Analytic point-scattering model
We analyze the hypothesis of a simple lumping rule in an analytic electrodynamic
point-scattering theory, which is exact to all multiple scattering orders, with the sole
assumption that the scatterers that constitute the antenna are well approximated as
point dipoles. The N scatterers acquire dipole moments p1, . . . ,pN in proportion to
their polarizabilities α1, . . . ,αN , and the incoming electric fields Ein(r1), . . . ,E(rN ) at
their locations rn through [21, 22]

pn =αn

[
Ein(rn)+ ∑

m 6=n
GB(rn ,rm) ·pm

]
. (6.2)

By construction, the antenna described by the αn is explicitly separated from the
background that it probes, which is quantified by its Green functionGB =Gvac +Gs
that is commonly split in a free space contributionGvac and a scattered partGs. For a
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consistent theory, three facts need to be accounted for. First, the particle polarizability
directly depends on the background via [19]

α−1
n =α−1

n,0 −GB(rn ,rn), (6.3)

where αn,0 is the electrostatic polarizability. Since ReGvac diverges at the source,
and one is only interested in relative frequency shifts, it is commonly included in α0

to yield a finite resonance frequency ω0. Note that isotropic particles can acquire
anisotropy due to anisotropy in radiation damping given by ImGB and resonance shift
due to ReGB in complex photonic systems. Second, the source in our model is a single
(unpolarizable) dipole p0 at r0 so Ein(rn) =GB(rn ,r0)p0. Third, the total decay rate
of the source is found via the cycle-averaged work done by the total electric field on
the source p0 [2]. Therefore, the total LDOSA+B experienced by the source due to
the simultaneous presence of an antenna and a complex background system can be
expressed as

LDOSA+B =pT
0 · ImGB(r0,r0) ·p0 + Im

∑
n≥1
pT

0 ·GB(r0,rn) ·pn . (6.4)

The first term is the LDOSB provided by the background without antenna, while the
second term arises from the antenna. We calculate the LDOS of the hybrid system
from Eq. (6.4) after solving Eq. (6.2) for the 3N dipole moments p1, . . . ,pN . We use
the exact Green function for a sphere [23] and a planar interface [2, 24] to evaluate
how a superemitter probes the two canonical cases of microcavity resonances and
non-resonant interfaces [3].

6.4 A superemitter coupled to a microcavity
As a superemitter we consider a source p0 in the gap of a dimer antenna with p0 along
the symmetry axis [see Fig.6.1(a)]. The 40 nm diameter Ag spheres forming the dimer
have a center-center distance of 60 nm.∗ The dashed line in Fig. 6.1(b) shows Imα of a
single antenna particle in vacuum. The decay-rate enhancement of the source in the
antenna gap [solid line] reaches about 1200, in good agreement with full-multipole
calculations [25]. The dimer resonance is red-shifted and broadened by super-radiant
damping compared to the single particle due to longitudinal symmetric dipolar plasmon
hybridization [26].

As a first test of LDOS lumping we consider as a background a glass sphere
(n = 1.5, radius 1.2 µm) supporting whispering-gallery modes, illustrated in Fig. 6.1(a).
Characteristic resonances are clearly visible as sharp peaks with Q ≈ 7×102 in the
sphere’s extinction efficiency [27] [Fig. 6.1(c), dashed line]. The Purcell factor for
a radially oriented source 50 nm from the sphere surface [solid line in Fig. 6.1(c)]
reaches moderate values around 10. Only every second peak in extinction yields

∗For spherical particles of volume V and dielectric constant ε(ω), the electrostatic polarizability is
simply 3V (ε−1)/(ε+2). A Drude model for ε yields a Lorentzian. We choose ω0 = 4.76×1015 s−1 and
γ= 8.3×1012 s−1.
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Figure 6.1: (a) Left: Sketch of superemitter formed by two silver spheres. The
fluorescent source is located between the two particles with its dipole moment along the
symmetry axis. Right: Hybrid photonic system comprised of superemitter embedded
in background system formed by dielectric sphere supporting a whispering-gallery
mode. (b) Dashed line: polarizability of a single antenna particle in vacuum. Solid line:
antenna enhancement factor for superemitter sketched in (a) in vacuum. (c) Dashed
line: Extinction efficiency of dielectric sphere showing narrow Mie resonances. Solid
line: Purcell factor of the Mie sphere 50 nm from its surface for a radially aligned
source.

Purcell enhancement, which reflects the field orientation according to the common
TE/TM type classification [28]. We now place the superemitter with the center of
the closest antenna particle 50 nm from the sphere’s surface and the symmetry axis
pointing radially outwards [see Fig. 6.1(a)]. We stress that throughout the entire
spectrum the coupling between antenna and cavity is weak. The antenna does not
significantly shift or spoil the microsphere resonances, as predicted by Waldron’s
formula ∆ω/ω=−α/V |E |2, due to their large mode volumes V compared to α, their
low Q-factors [28, 29], and placement of the antenna far from the normalized mode
function |E |2 maxima. The solid line in Fig. 6.2(a) is the decay-rate enhancement for the
emitter embedded in the antenna, in turn located next to the Mie sphere, i.e. the rate in
the hybrid system normalized to the rate of the bare source in vacuum. While the overall
shape of the enhancement provided by the antenna in vacuum [Fig. 6.2(a), dashed] is
still visible, sharp features appear at five spectral positions coinciding with the sphere’s
whispering-gallery modes [cf. Fig. 6.1(c)]. To illustrate the effect of the background
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Figure 6.2: (a) Solid line (hybrid system): Decay rate of source in the gap of the
superemitter next to the Mie sphere normalized to rate of source in vacuum. Dashed
line (superemitter in vacuum): Decay rate of source in the gap of the superemitter in
vacuum normalized to rate of source in vacuum. At the Mie resonances, the hybrid
LDOS is drastically modified compared to that of the antenna in vacuum. (b) Thick
solid line (hybrid system): Decay-rate enhancement in hybrid system [solid line
in (a)] normalized to the rate enhancement in the superemitter in vacuum [dashed line
in (a)]. Off antenna resonance, the superemitter benefits from the LDOS enhancement
offered by the sphere (thin solid line), while on antenna resonance the enhancement is
suppressed by the inverse of the sphere’s LDOS (dashed line).

system on the superemitter we normalize the decay-rate enhancement in the hybrid
system [solid line in Fig. 6.2(a)] to the enhancement provided by the bare antenna in
vacuum [dashed line in Fig. 6.2(a)] and plot it as the thick solid line in Fig. 6.2(b). The
sharp enhancements in the wings of the antenna resonance follow the LDOS of the
sphere, denoted by the thin solid line in Fig. 6.2(b). Therefore, off antenna resonance,
at still significant antenna factors, we find the anticipated behavior of a superemitter
that the already antenna-enhanced decay rate is further boosted by a high LDOSB
of the background. Furthermore, we note the dispersive features in the enhancement
which swap orientation upon crossing the antenna resonance. Surprisingly, however, on
antenna resonance, the LDOS enhancement is strongly suppressed by the Mie sphere
and actually follows the inverse LDOS of the sphere, plotted as the dashed line in
Fig. 6.2(b). This LDOS suppression close to antenna resonance cannot be explained
by a spoiling or detuning of the cavity by the antenna, since this would only result
in a shift or absence of a sharp line of extra enhancement on top of the bare antenna
factor. Since Waldron’s formula excludes that the LDOS suppression results from a
spoiling of the Mie resonances by the antenna, Fig. 6.2(a) hence implies a spoiling of
the antenna by the cavity resonance.
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6.5 Radiation reaction of an optical antenna
In order to explain the surprising spoiling of the antenna enhancement by a large
background LDOSB one needs to interpret Eq. (6.1) correctly, by taking radiation
damping according to Eq. (6.3) properly into account. For simplicity we now discuss
an antenna significantly smaller than the wavelength and described as a single scatterer
with polarizability α. It is easy to show that a small dimer antenna is described as
a single scatterer with αeff = 2

[
α−1

B −GB(r1,r2)
]−1. Equation (6.3) ensures that the

optical theorem Imα≥ LDOSB |α|2 is fulfilled, where equality holds for the case of
no material loss. The optical theorem is a fundamental relation in any scattering
theory [30] and a full vectorial expression was given in Eq. (4.26). To grasp how the
optical theorem bounds the imaginary part of the polarizability it is most instructive
to consider an isotropic particle with Imα = Imα1 in a homogeneous and isotropic
background system described by ImGB = ImGB1. The optical theorem then requires

Imα≤ 1

ImGB
, (6.5)

which is a general form of the unitary limit. In vacuum, this limit is well-known for
extinction cross-section as σext = 4πkImα≤ 3

2πλ
2, a limit reached by an ideal scatterer

on resonance, and closely approached by any plasmon particle above 20 nm in size [20].
The unitary limit, Eq. (6.5), states that α of a strong scatterer, and hence the dipole
moment it acquires, is proportional to the inverse LDOS. Since a strong scatterer is
predominantly damped by radiation, increasing the background LDOS increases its
loss due to radiation and therefore suppresses the scatterer’s response [31].

To quantitatively verify that the unitary limit indeed governs the hybrid system’s
LDOS we evaluate Eq. (6.4) for a physically small superemitter described by a single
scattererα1 at r1. As a consequence, the sum describing the contribution of the antenna
to the total LDOS in Eq. (6.4) reduces to the single term Im (pT

0GBα1GBp0). Ordering
the resulting terms in powers of 1

d (with d = |r1 −r0|) shows that the enhancement of a
physically small superemitter is described by the leading term

LDOSA =pT
0 ReGvac(r0,r1)Imα1ReGvac(r1,r0)p0, (6.6)

which is of order 1/d 6 and precisely yields Eq. (6.1).† We return to our example of
an optical antenna coupled to a Mie sphere to illustrate the effect of the background
system on ImαMie. In Fig. 6.3(a) we plot the radial component of the sphere’s Green
functionGMie at the superemitter (50 nm from the sphere surface). Real and imaginary
part of GMie show the typical line-shape of a resonance, where ImGMie equals the
microcavity Purcell factor at the source [cf. Fig. 6.1(c)]. In Fig. 6.3(b) we plot as the
thick solid line the radial component of ImαMie of an antenna located 50 nm from the
sphere surface. The values of GMie in Fig. 6.3(a) are the correction terms entering
Eq. (6.3) that modify αMie close to the sphere [thick solid line in Fig. 6.3(b)] with
respect to αvac in vacuum [dash-dotted line in Fig. 6.3(b)]. Close to antenna resonance

†Note thatGvac ∝ 1/d3 whileGB is of order k3.
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Figure 6.3: (a) Real (solid) and imaginary (dashed) parts of the radial component of
the Green function of the Mie sphere 50 nm from sphere’s surface. These terms enter
the radiation correction to αMie. (b) Thick solid line: Radial component of the antenna
polarizability αMie when located 50 nm from the Mie sphere. Dash-dotted line: αvac
for same antenna in vacuum. While αvac is limited by the inverse vacuum LDOS (thin
solid line), αMie is bounded by the inverse of the sphere’s LDOS (dotted line), which
leads to the suppression of αMie close to the antenna resonance.

ImαMie is indeed limited by the inverse of the sphere’s LDOS [Fig. 6.3(b), dotted line].
Off antenna resonance, the correction to the broad αMie by the narrow GMie creates
characteristic Fano resonances due to the dispersive shift of the antenna resonance
frequency by the real part ReGMie. The transition from enhancement to inhibition
in the lumped LDOS going from weak to strong scattering is captured by amending
the antenna factor A in Eq. (6.1) with Eq. (6.3), such that when neglecting the real
frequency shift the radiated power reads

P ∝ ∣∣α−1
0 − iLDOSB

∣∣−2 LDOSB. (6.7)

For small α0, i.e. in the limit of weak scattering, P ∝ |α0|2 LDOSB. In this limit
of weak scattering a high background LDOS indeed increases the power radiated by
the scatterer. This increase of radiated power arises since weak Rayleigh scatterers
are constant-current sources unaffected by the unitary limit [32]. Therefore, for weak
scatterers a simple multiplicative lumping rule holds. In the limit of strong scattering
P ∝LDOS−1

B , since a scatterer at the unitary limit is not a constant-current source [33,
34], since its dipole moment p=αE depends on the polarizability, which is in turn
inversely proportional to the LDOS according to Eq. (6.5). Therefore, close to antenna
resonance, the enhancement of the hybrid system [solid line in Fig. 6.2(b)] follows the
inverse of the Mie sphere’s LDOS. We point out that Eq. (6.7) is generally valid for
any antenna in any background system and therefore carries over to environments with
highly non-Lorentzian LDOS such as hyperbolic and polaritonic media, epsilon-near-
zero materials and the van-Hove singularities at the bandedge of photonic crystals.
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Figure 6.4: Relative LDOS enhancement for superemitter as a function of distance
to a near-perfect mirror. (a) Superemitter oriented parallel to mirror surface [see
inset]. Solid line: Superemitter with source far below antenna rensonance [ω= 4.0×
1015 s−1, cf. Fig. 6.1(b)] traces the LDOS of the mirror [dashed line], except at small
superemitter-mirror separations. A source close to antenna resonance [long-dashed
line, ω= 4.5×1015 s−1] traces the inverse of the mirror LDOS [dotted line], except at
small separations. (b) Same as (a) for superemitter perpendicular to mirror [see inset].

6.6 A superemitter in front of a mirror
As one example of the general validity of Eq. (6.7) beyond microcavity resonances,
we examine a near-perfect mirror (ε=−200) as a background that modifies the LDOS
without any resonances [3]. In Fig. 6.4(a), we plot the decay rate of the superemitter in
front of the mirror normalized to the superemitter in vacuum as a function of distance
to the mirror. The antenna axis is parallel to the mirror [see sketch in inset]. Far
below antenna resonance, the enhancement [Fig. 6.4(a), solid line] follows the mirror
LDOS [dashed line] as expected from the multiplicative LDOS lumping rule. Close to
antenna resonance [long-dashed line in Fig. 6.4(a)] the antenna is close to the unitary
limit and therefore the total rate enhancement follows the inverse of the mirror LDOS
[dotted line]. At intermediate frequencies we observe a smooth transition between
the two cases illustrated in Fig. 6.4 (data not shown). For the superemitter oriented
perpendicularly to the mirror [Fig. 6.4(b)] we observe the analogous behavior as for the
parallel case. The product lumping rule and its cross-over to inverse proportionality are
hence generic, and only break down for very small separations between superemitter
and mirror. When the superemitter size is comparable to its distance to its own mirror
image, superemitters also sense gradients inG. While outside the simple lumping rule
Eq. (6.7), this exciting regime, fully contained in our general formalism Eq. (6.2), is
of great interest as a tailorable analogon to recent experiments on probing multipolar
LDOS [35].
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6.7 A superemitter in a cavity as coupled harmonic
oscillators

The line-shapes found for the LDOS enhancement provided by a superemitter in
a microcavity in Fig. 6.2(a) bear the finger-print features of Fano resonances and
plasmon-induced transparency in nanophotonic systems [36, 37]. With the surge of
plasmonic Fano resonances [36] a coupled-oscillator simile has emerged as the prime
model in order to fit and discuss line-shapes of various observables that arise due
to the interaction of several photonic constituents. The model used to this end has
been given by Alzar et al. in a didactic paper in which ‘electromagnetically induced
transparency’ is phenomenologically reproduced with classical mechanical oscillators
and electrostatic RLC-circuits [38]. It is an open question in nanophotonics under
which circumstances a mechanical-oscillator model can be applied to describe strongly
scattering systems and how it relates to a fully electrodynamic model like our coupled-
dipole formalism. Most importantly, in Section 6.5 we have found the scattering
strength of the antenna and therefore the unitary limit to govern the behavior of an
optical antenna in a hybrid photonic system. The question how the unitary limit
would enter a mechanical-oscillator model has however remained unaddressed thus
far. This section therefore treats the optical antenna coupled to a single cavity mode
explicitly as coupled oscillators to identify the similarities and differences with a
coupled-mechanical-oscillator model.

We start by briefly reviewing the model of Alzar et al. who consider two coupled
harmonic oscillators, whose positions are described by spatial coordinates x1,2, char-
acteristic frequencies ω1,2, and dissipative damping rates γ1,2. Furthermore, the two
oscillators are coupled at a rate κ and the driving forces (normalized by the respective
masses) are F1,2, such that the equations of motion read

ẍ1,2 +γ1,2ẋ1,2 +ω2
1,2x1,2 +κ2x2,1 = F1,2. (6.8)

Assuming a harmonic time dependence of the form exp [−iωt ] and F2 = 0 the response
of the first oscillator to a driving force F1 is

x1 =χ1 F1 = 1

ω2
1 −ω2 − iωγ1 + κ4

ω2
2−ω2−iωγ2

F1, (6.9)

where we have defined the mechanical response function χ1. To quantitatively relate to
the coupled-dipole model we need to define an observable in the mechanical model that
represents the LDOS. Associating the driven oscillator with the antenna dipole moment
a natural choice is to consider the work done by the driving force F1 on oscillator x1

W1 = 〈ReF1 ·Re x1〉 = F †
1 Imχ1(ω)F1. (6.10)

The mechanical driving force F1 then corresponds to the electric field driving the
antenna ReGp0 and we obtain one-to-one correspondence between the antenna factor
Eq. (6.6) and the mechanical-oscillator model Eq. (6.10) if two conditions are satisfied.
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First, the multiple scattering problem of an antenna in a complex background system
can only be described in a coupled-oscillator framework if the antenna is small enough
such that Eq. (6.4) simplifies to Eq. (6.6). Second, we still need to quantitatively map
the corrected polarizability α onto the mechanical response function χ1.

Having reviewed the mechanical-oscillator model we now relate it to our optical
problem and seek the correct mapping between α and χ. To this end we consider a
scatterer coupled to a single mode of a cavity. Our Ansatz follows the equations of
motion for an atom in a cavity given by Haroche [39]. The ‘atom’ in this formalism is
just a classical polarizable object with total charge q and mass m, such that in our case
the antenna takes the role of Haroche’s atom. The coordinate E describes the electric
field of the single mode under consideration at the position of the scatterer. We denote
the resonance frequency of the mode by ωµ. The scatterer experiences a restoring force
proportional to a and has a characteristic frequency ω0 and dipole moment p = aq .
The equations of motion of the cavity field and the scatterer read ‡

Ë +ΓĖ +ω2
µE + 4πq

V
ä = 0 (6.11)

ä +ω2
0a − q2

6πε0c3m

...
a − q

4πε0m
E = q

4πε0m
Edriv. (6.12)

The driving field Edriv acting on the scatterer is the field generated by the source which
itself has zero polarizability [40] and therefore does not provide a third equation of
motion. We already set the driving of the cavity to zero in Eq. (6.11) in the assumption
that the source is so close to the scatterer that it essentially only drives the scatterer. The
assumption that the direct driving of the cavity by the source is negligible corresponds
to neglecting the higher order terms in the derivation of Eq. (6.6) in the coupled-dipole
model. In the equation of motion for the scatterer Eq. (6.12) we have introduced the
Abraham-Lorentz force F = q2

6πε0c3

...
a which describes the radiation damping due to

the coupling to the continuum of modes provided by the vacuum [2]. Alternatively,
we would have had to include a sum of coupling terms to all continuum modes in
Eq. (6.12). The term coupling the cavity field to the scatterer contains a volume V . It
can be thought of as a ‘polarizability’ of the cavity and depends on the location of the
scatterer within the mode [39]. If the scatterer is positioned at the mode maximum, V

is the mode volume of the cavity mode. The response of the scatterer to a driving field
Edriv when coupled to the cavity is

p = ω2
0Vscatt(

ω2
0 −ω2 − iω2

0VscattLDOSvac −ω2
0

Vscatt
V

4πω2

ω2
µ−ω2−iΓω

)Edriv. (6.13)

‡As throughout the entire Chapter we use a unit system where E = 4πε0ESI with ESI the usual field in
SI-units [ESI] = V/m. Thereby, the LDOS and the polarizability conveniently have units [G] = m−3 and
[α] =m3, respectively, while the dipole moment is of units [p] =Cm.
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Indeed, Eq. (6.13) takes the form 1
1
α−G s in Eq. (6.3) if

1

α
= 1

α0
− iLDOSvac and G s =FP LDOSvac

Γω

ω2
µ−ω2 − iΓω

, (6.14)

with the Purcell factor FP = 3
4π2λ

3 Q
V . Therefore, the case of a small superemitter

with a Lorentzian polarizability coupled to a single Lorentzian cavity mode can be
exactly described as the interaction of two coupled harmonic oscillators. While this
correspondence is hardly a surprise, comparison of Eq. (6.13) to Eq. (6.9) clearly
shows the constraint that the unitary limit puts on the parameters that enter a coupled-
mechanical-oscillator model to correctly describe the scattering problem. Importantly,
the damping term γ1 of the mechanical oscillator associated with the antenna in
Eq. (6.8) must contain the scatterer’s volume Vscatt measured against the vacuum
LDOSvac. The magnitude of this radiative damping is set via the inclusion of the
Abraham-Lorentz force in Eq. (6.12). Furthermore, the coupling constant κ in Eq. (6.8)
is strictly constrained in an electrodynamical treatment and is essentially given by the
scatterer volume measured against the cavity mode volume Vscatt

V . Therefore, while
naturally included in a consistent electrodynamic model, radiation effects have to enter
a mechanical-oscillator model as a deus ex machina to contain the unitary limit by
constraining both the coupling constant κ and the damping rate γ in Eq. (6.8). That
the unitary limit is not by itself a consequence of classical-oscillator models reflects
the essential fact that unlike usual oscillators, optical resonances are super-radiant or
sub-radiant depending on interference in the radiative continuum.

6.8 Conclusions and outlook
In conclusion, we have examined how the LDOS inside a superemitter probes the
LDOS of a complex photonic environment. As a result we have provided a general
lumping rule that describes the enhancement provided by an optical antenna based
on its scattering strength and the LDOS of the embedding system. Generally, for any
superemitter with a moderate antenna factor the LDOS enhancements of antenna and
background multiply and a small superemitter will serve as an LDOS probe for a
large background system, exactly as the term suggests [12]. In surprising contrast, a
superemitter with an antenna at the unitary limit probes the inverse background LDOS,
since increasing radiation damping reduces the polarizability of strong scatterers [30].
Our insights bear a plethora of exciting prospects for LDOS engineering in many
background systems beyond cavity resonances including plasmonics, indefinite media
and metamaterials, and van Hove singularities at photonic bandedges [41]. One might
consider nano-manipulative switching of superemitters by moving them with respect
to high-Q resonators [42]. Furthermore, our work could lead the quest for ultra-
strong optical antennas towards counterintuitive hybrids of nano-antennas embedded
in photonic bandgap devices. As a further implication, our findings shed new light on
attempts to use a scatterer as a broadband probe of thermally populated modes, since
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the scatterer acquires spectral features thanks to the environment that it probes [43–46].
Notably, hybrid photonic systems might benefit from large field enhancements inside
the antenna that occur with convenient moderate-Q cavities, an exciting prospect for
single-molecule detection [47].

Our findings imply that if a general lumped-circuit analogon for optical source
impedances [19], i.e. LDOS, can be found, it must take into account not just the bare
superemitter LDOS, but also how close the antenna is to the unitary limit. As an
outlook, we therefore hint at the difficulties involved with identifying such a lumped-
circuit analogon. Assuming a single scatterer in close proximity to the source, the
associations provided by Greffet et al. [19] turn our Eq. (6.4) into the circuit equation
for the dissipated power§

P = 1

2
Re ZBG |I |2 + 1

2
Re

1

Zα
|U |2 . (6.15)

Here, the voltage U is associated with the field experienced by the scatterer ReGp0.
Importantly, we find that the optical antenna appears here as an impedance Zα driven
by a constant-voltage source. The impedance of the background ZBG is essentially the
LDOS and for Zα we find the impedance of an RLC-series circuit. In order to now
lump the background and the antenna LDOS together we need to bring Eq. (6.15) into
the form

P = 1

2
Re Ztot |I |2 , (6.16)

since the LDOS has to be calculated classically as the power dissipated by a constant-
current source according to Xu, Lee, and Yariv [40]. The question is therefore how
the constant voltage U in Eq. (6.15) arises from the constant-current source I without
requiring a ‘transimpedance amplifier’. Mathematically, this problem can be simply
resolved by writing U = ZtransI , where Ztrans corresponds to ReG. Then, however,
one encounters the unsatisfying situation that the background LDOS enters the circuit
equivalent of an optical antenna, which then is represented by an RLC-parallel circuit,
as an inverse resistance [19]. While this fact does corroborate our findings from multiple
scattering theory, it clearly illustrates the problem of finding a consistent interpretation
of the background LDOS in a lumped-circuit picture. It therefore remains an open
question if a consistent lumped-circuit analogon for a multiple-scattering problem can
be given at all.

§ We use the associations I ↔−iωp, U ↔−E , and Z ↔ G
iω [19]. We furthermore add Zα↔ 1

iωα based
on p =αE .
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7
Experimental Investigation of a Superemitter in
Front of a Mirror

We experimentally investigate a superemitter in a photonic environment
with dynamically tunable local density of optical states (LDOS). Our
superemitter consists of a subwavelength-sized source of spontaneous
emission whose decay rate is enhanced by coupling to a strongly scattering
plasmonic nano-antenna. We controllably tune the LDOS experienced
by the source-antenna ensemble by nano-mechanically approaching a
micro-mirror to the superemitter. The decay rate of the source in the
superemitter varies in proportion to the inverse of the LDOS in front of the
mirror in agreement with our analytical theory. Our experimental results
unambiguously confirm that the decay-rate enhancement provided by a
strongly scattering optical antenna is enhanced by a reduced background
LDOS and vice versa. Our results prepare the ground for designing the
spectral properties of optical antennas in hybrid photonic systems via
shaping the LDOS of the embedding background system.

7.1 Introduction
The study of light-matter interaction is a cornerstone of contemporary physics, mainly
for two reasons. On the one hand, light is an ideal probe for a wide variety of excitations
in matter thanks to their energetic overlap with optical frequencies. On the other hand,
light is an equally ideal carrier of information, a virtue most impressively demonstrated
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by the globe-spanning optical fiber network. There are three intimately related
fundamental processes of light-matter interaction to be controlled: light emission,
propagation, and absorption [1]. The latter two processes are intuitively associated
with light-matter interaction. At the end of the 1960s, Drexhage demonstrated that also
the process of spontaneous emission critically depends on the photonic environment
of the source [2]. In a landmark experiment, Drexhage measured a modulation of
the lifetime of fluorophores emitting in the visible as a function of their distance to
a mirror. Arguably, being in a completely different field, Drexhage was unaware of
the work of Purcell, who had suggested already in 1946 to boost the decay rate of
a radio-frequency emitter by coupling it to a resonant cavity [3]. Purcell’s idea was
experimentally only realized four decades later to give rise to the flourishing field of
cavity quantum electrodynamics (cQED) [4, 5]. Both Drexhage’s and Purcell’s work
are nowadays well embedded in the formalism of cQED in its weak-coupling limit [6]
and discussed in the terms of the local density of optical states (LDOS) [1, 7].

Decades of intensive research have generated a toolbox of mature photonic systems
to control various aspects of spontaneous emission. Cavities [8], mirrors [9–11] and
photonic crystals [12] are photonic building blocks that rely on interference of traveling
waves, shaping the LDOS on a wavelength scale. The trend to miniaturization and the
prospect of tightly integrated optical circuits have fueled the field of nanophotonics,
which aims at controlling light on length scales smaller than the wavelength [1].
The prototypical nanophotonic building block for spontaneous-emission control is
the optical antenna, which exploits plasmonic resonances of metal nanoparticles [13].
When a source of spontaneous emission is coupled to such a nano-antenna, the resulting
‘superemitter’ [14] retains the dipolar nature of the source while exhibiting a boosted
spontaneous-emission rate [15, 16].

With its set of versatile, powerful and well characterized building blocks, which
differ vastly in physical size and operating bandwidth, nanophotonics is at the dawn of
a period of combination and integration of these functional units into ‘hybrid photonic
systems’ [17]. We have shown in the previous Chapter 6 how photonic hybrids can
both exploit the merits of the separate entities but more importantly offer additional
opportunities for controlling light-matter interaction due to their mutual interaction.
Most notably, we have predicted that the enhancement offered by a strongly scattering
optical antenna is inversely proportional to the LDOS of the background system as a
direct consequence of the unitary limit bounding the scattering strength of the antenna.

In this Chapter, we experimentally demonstrate the control of the enhancement
provided by a plasmonic antenna by modulating the background LDOS. We couple
spontaneous emitters to an optical antenna to then actively and reversibly vary the
LDOS experienced by this superemitter in a controlled fashion by nano-mechanically
approaching a metallic mirror to the source-antenna ensemble. In this variation of
the classical ‘Drexhage experiment’, with the superemitter as the source, we indeed
find the counter-intuitive behavior that the decay-rate enhancement follows the inverse
LDOS in front of the mirror.
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Figure 7.1: (a) Experimental principle of Drexhage experiment on a superemitter.
The superemitter is composed of a Au nanoparticle residing on a dye-doped PMMA
pedestal. The mirror is a large Ag-coated sphere. Scanning the mirror laterally across
the sample results in different superemitter-mirror distances as shown for two positions.
(b) Photograph of micro-mirror attached to end of cleaved optical fiber. (c) SEM
micrograph of fabricated superemitter, composed of a Au nanoparticle residing on a
dye-doped PMMA pedestal on a glass substrate. A 5 nm Au layer was sputtered on the
sample for SEM imaging. (d) Sketch of experimental setup. The sample is located on
a piezo scanning stage with the micro-mirror on the optical fiber located above. The
optical fiber is in turn attached to a quartz tuning fork, which can be positioned with
an xyz-piezo scanner [see inset]. Below the sample is a microscope objective which
focuses the pump laser reflected by a dichroic mirror (DIC) on the sample. By rotating
the mirror M1 the fluorescent signal filtered by a long-pass filter (LP) can be either
imaged onto the CCD camera by the tube-lens (TL) or guided to either the APD or the
spectrometer by mirror M2.
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7.2 Controlling LDOS with a scanning mirror
Our nano-mechanical version of the Drexhage experiment is inspired by the method
developed by Buchler et al. and relies on moving a micron-sized mirror attached to a
scanning probe [10]. Our scheme of changing the distance between a fluorophore and
a mirror is illustrated in Fig. 7.1(a). The fluorescing source is fixed in a substrate while
a large spherical mirror is laterally moved across the sample surface. In Fig. 7.1(a)
two positions of the mirror with respect to a superemitter are shown to illustrate the
principle of changing the emitter-mirror distance by laterally displacing the mirror
with respect to the sample. To fabricate the micro-mirror we glue polystyrene beads
(diameter 25 µm, Polysciences Europe) to the cleaved end of an optical fiber with a
small amount of super-glue. We subsequently evaporate a layer of 400 nm of Ag onto
the sphere to obtain a spherical micro-mirror. A photograph of the fiberend with the
attached sphere is shown in Fig. 7.1(b). The optical fiber is then super-glued to a quartz
tuning fork, as sketched in Fig. 7.1(d, inset), which is used as a shear-force probe [1],
as described in Chapter 2. With an xyz-piezo scanning head we can approach the
micro-mirror to a sample surface and engage an electronic feedback loop to keep the
mirror-sample distance constant [18], exploiting the shear-force interaction between
the probe and the sample [1], while scanning the mirror laterally across the sample.

To demonstrate our nano-mechanical technique of changing the LDOS we prepare a
sample of dye-doped polystyrene beads (diameter 100 nm, F8801, Invitrogen) dispersed
at low concentration on a glass coverslip, such that individual beads are separated well
beyond the diffraction limit. We furthermore evaporate about 60 nm of SiO2 on top of
the sample for mechanical protection. We put this sample of fluorescing sources onto
the piezo scanning stage of our inverted confocal fluorescence-lifetime imaging (FLIM)
microscope, sketched in Fig. 7.1(d). We subsequently locate a single fluorescing bead
in the focus of the pump laser (532 nm, 10 MHz) generated by the objective (100×, NA
1.4), which is imaged onto an avalanche photodiode (APD). The 20 µm active area of
the APD corresponds to 1 µm on the sample, leading to a confocal arrangement. The
APD is connected to a timing card which records the arrival time of every detected
photon with respect to the pump pulses. This way we can record the fluorescence
lifetime of the dye molecules inside the polystyrene beads on the sample. With the
fluorescing bead continuously in focus, we now use the scanning head of the setup to
approach the micro-mirror to the sample surface, bring it into shear-force contact and
raster-scan it laterally across the sample. In Fig. 7.2(a) we show a fluorescence-intensity
map obtained while scanning the mirror, where each pixel corresponds to a certain
horizontal position of the mirror with respect to the dye-doped bead, which leads to a
certain vertical distance due to the curvature of the mirror, as seen in Fig. 7.1(a). We
interpret the pronounced brightness variations observed in Fig. 7.2(a) as a result of the
varying pump field experienced by the dye-doped bead when the mirror is scanned. The
pump field variation is due to the interference of the incoming field and its reflections at
both the mirror surface and the substrate-air interface. Using the fluorescence-lifetime
imaging (FLIM) capability of our setup we analyze the arrival times of the fluorescent
photons collected for every mirror position, which yields the FLIM map shown in

110



7.2 Controlling LDOS with a scanning mirror

Fig. 7.2(b), exhibiting circularly symmetric variations in the detected lifetime. The
circular symmetry of both Figs. 7.2(a) and (b) is the expected result of the symmetry of
the curvature of our micro-mirror with respect to its touching point with the sample.
We exploit this symmetry by determining the center of the patterns in Figs. 7.2(a,b) and
averaging the signal of pixels with equal distance to the center of the distribution. When
we furthermore use the diameter of the micro-mirror to convert the horizontal distances
of the maps in Figs. 7.2(b) into a distance between the emitting bead and the mirror, we
obtain a measurement of the decay rate of the emitters in the bead as a function of their
distance to the mirror surface, shown as the full diamonds in Fig. 7.2(c). We clearly
observe characteristic decay-rate oscillations in front of the mirror [2].

To theoretically model our experiments, throughout this Chapter we consider
an air layer sandwiched between two semi-infinite half-spaces, the upper one being
Ag (ε = −15.5+ 0.52i at 620 nm, measured by ellipsometry on an Ag film on a Si
substrate), the lower one being glass (ε= 2.25) and a quantum yield of the emitters of
1. We thereby approximate the spherical mirror as a plane, an assumption that holds
whenever the distance between the emitter and the sphere is much smaller than the
sphere’s radius of curvature. We calculate the LDOS in a range of depths into the
glass substrate corresponding to the extent of the volume filled with emitters for a
source radiating a vacuum wavelength of 620 nm, which is the emission maximum
of the fluorescing beads. Subsequently, we average the obtained enhancement factors
assuming a homogeneously distributed ensemble of emitter orientations [19], since
approximately 103 dye molecules are incorporated in a bead [18]. The case of the
dye-doped bead covered with an evaporated SiO2 layer is hard to model, since it
breaks the planar geometry of stratified media, which is the closest case accessible
analytically [1, 20]. We still calculate the situation of stratified media but shift the
obtained curve of decay rates versus mirror-sample distance by 60 nm in Fig. 7.2(c)
which is the approximate height of the SiO2 layer. The obtained correspondence of the
measured data [full diamonds in Fig. 7.2(c)] with the analytical calculation (dashed
curve) is fully satisfying.

While using a dye-doped bead for a reference measurement has the virtue of the
source being confined to a sub-wavelength volume the protective capping layer limits
how close the mirror can get to the emitters. We therefore employed an alternative
geometry, where we spin coated a dye-doped layer of about 70 nm thickness of PMMA
onto a glass coverslip and repeated the experiment shown in Figs. 7.2(a,b). To this
end we diluted 5 mg dye (Bodipy TR, D-6116, Invitrogen) in 1 ml anisole to further
dilute that mixture 30-fold in a 2% mixture of PMMA with molecular weight 950K in
anisole. The PMMA mixture was then spun on base-Piranha cleaned coverslips and
baked for 5 minutes at 180◦C. We note that the manufacturer does not disclose the
precise type of dye incorporated in the fluorescing beads used for the measurement of
the full purple diamonds in Fig. 7.2(c). Comparison of spectrum and lifetime strongly
suggest that the dye incorporated in the beads is Bodipy TR, which we use throughout
this Chapter to prepare dye-doped PMMA layers. Using a continuous dye-doped layer
the spatial selection in the sample plane is solely done through the size of the pump
spot, which is about 500 nm in our case. The resulting curve of measured decay rate as
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Figure 7.2: (a) Fluorescence-intensity map of dye-doped bead in laser focus as micro-
mirror is scanned across it, showing ring-shaped intensity variations. A position in the
map denotes the lateral position of the mirror. (b) Fluorescence-lifetime map of same
measurement that yielded (a). (c) Decay rate as function of emitter-sample distance, as
obtained from lifetime map shown in (b) by averaging over the pixels with identical
distance to the center of the circular pattern. Full diamonds are data obtained from
map in (b), measured on 100 nm fluorescing bead, while open symbols show results on
continuous dye layers at different positions and with different micro-mirrors.

a function of mirror-sample distance is shown as the black squares in Fig. 7.2(c). A
distance of zero on the horizontal axis corresponds to the position of the mirror being
exactly above the interrogated point on the sample in the experiment and the size of the
air-gap being zero in the calculation. We have repeated the experiment of probing the
lifetime in a dye layer [open squares in Fig. 7.2(c)] both with the same micro-mirror at a
different location on the same sample [open triangles] and with a different micro-mirror
[open circles]. The resulting lifetime curves as a function of mirror-sample distance
agree excellently, showing that our technique of modifying LDOS by nano-mechanical
control of a micro-mirror is both fully reversible and repeatable, even with different
micro-mirrors. All measurements presented in this Chapter are performed with either
one of the two micro-mirrors characterized in Fig. 7.2(c). When comparing the data
measured on the dye-doped bead [full diamonds in Fig. 7.2(c)] with the data obtained
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on the continuous dye-doped layer [open symbols], one immediately notes the larger
decay rate of the emitters in the fluorescing bead compared to the dye layer. Assuming
that the molecular dye is indeed identical in the two cases, the rate of the bead is
expected to be enhanced since it is entirely surrounded by high-index SiOx while the
dye layer is in immediate proximity to the air half-space. Furthermore, we note the
reduced contrast in the decay-rate variations of the continuous layer as compared to the
bead. This reduced contrast is a result of the larger lateral extent of the probed volume
which is given by the focal size of the pump spot, which is about 500 nm, resulting in a
broader distribution of distances of probed emitters from the mirror, an effect becoming
increasingly severe at larger emitter-mirror separations due to the mirror’s curvature, as
can be appreciated from the sketch in Fig. 7.1(a). We model the experiment on the dye
layer by averaging the decay-rate enhancements experienced by emitters located in a
volume given by the dye-layer thickness and the focal spot-size. While the obtained
analytical result, plotted as the solid line in Fig. 7.2(c), is fully satisfactory at larger
sample-mirror distances, the correspondence between theory and experiment is only
qualitatively correct for mirror-sample separations smaller than about 200 nm. There
are several possible reasons for the observed discrepancy. First, effects like mirror-
surface roughness or local surface features could have an effect at these small distances.
Furthermore, the fact that we are probing an ensemble complicates things tremendously,
since varying detection efficiencies for differently oriented or positioned emitters within
the dye layer makes a selection of a sub-ensemble of emitters that varies with mirror
distance [21, 22]. As a check, we have performed Drexhage measurements on a dye
layer with annular illumination, where the pump-field component is preferentially
perpendicular to the sample surface [10]. Since we found no significant effect of
the illumination conditions on the lifetime measurements we exclude a selection of a
sub-ensemble by the pump field. Furthermore, Mohtashami et al. in our group have
performed Drexhage-type measurements using the technique presented in this Chapter
on single NV-centers in diamond nano-crystals where effects due to sub-ensembles can
be excluded. Mohtashami et al. have found excellent agreement between measurement
and experimental data at all separations [23]. Therefore, the difference between theory
and experiment in Fig. 7.2(c) can with great certainty be attributed to ensemble effects
in the detection volume of finite size.

7.3 Assembly and characterization of a superemitter
Having characterized our technique of controlling the LDOS with a micro-mirror, we
now turn to the fabrication and characterization of our superemitters. Schematically,
our superemitters are depicted in Fig. 7.1(a). We assembled superemitters by co-
localizing fluorescing dye molecules with Au colloids (diameter 100 nm, EM GC100,
BBInternational). A dye-doped PMMA layer of 60 nm thickness was fabricated as
described in the previous section. In a second step the Au-colloid solution was diluted
1:100 in ethanol and spin coated onto the PMMA layer. The sample was subsequently
exposed to a mild oxygen descum plasma. This etching step removes PMMA and
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Figure 7.3: (a) CCD camera image of superemitter sample under white-light
illumination, showing antenna particles as bright scatterers. (b) Unpolarized
fluorescence-intensity CCD image of area in (a) under circularly polarized epi-
illumination. Each superemitter appears as a bright source of fluorescence. Acquisition
time 200 ms. (c) Same as (a) but with linear polarizer in detection path along
direction indicated by white arrow. Acquisition time 400 ms. (d) Same as (c) but
with polarizer rotated by 90◦. (e) FLIM image of sample area in (a-d), showing
fluorescence lifetime of superemitters between 1.5 and 2 ns. (f) Decay traces of bare
dye layer (circles) and fabricated superemitter (diamonds), both fit with a single-
exponential decay (solid lines), yielding a lifetime of 5.3 ns for the layer and 1.7 ns
for the superemitter. (g) Scattering spectrum of an antenna particle (black squares)
obtained from illuminating with a white-light source, whose spectrum is shown as the
solid line. Dashed line is superemitter fluorescence emission spectrum.

embedded dye molecules from the sample surface, except under the Au colloids,
where the metal particle acts as an etch mask [24]. As a result we obtain isolated Au
particles residing on a dye-doped PMMA pedestal, as seen in the SEM micrograph
in Fig. 7.1(c). We estimate the pedestal to contain several hundred dye molecules.
Finally, we cover the sample in a thin layer of about 120 nm spin-on glass (FOX-14,
Dow Corning) for mechanical protection. When illuminated with a white-light lamp
and imaged on the CCD camera, the Au particles appear as bright scatterers, as shown
in Fig. 7.3(a). When using the circularly polarized pump laser in epi-illumination mode
the fluorescence image of the same part of the sample shown in Fig. 7.3(a) appears as
shown in Fig. 7.3(b). Clearly, the positions of the scatterers strongly fluoresce. Since
the molecules are located under the Au particle we expect that the dipole moment
induced in the optical antenna, which dominates the emission of the superemitter, is
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oriented along the optical axis [25]. Accordingly, after a linear polarization analyzer
we expect the image of a superemitter to consist of a double-lobed pattern along the
polarizer axis [26]. Indeed, after filtering the signal that led to Fig. 7.3(b) with a linear
polarizer in the detection path we obtain Fig. 7.3(c), which shows the expected double-
lobed pattern, which is furthermore practically unchanged in intensity and follows the
polarization axis when the polarization analyzer is rotated, as done in Fig. 7.3(d).

To characterize the decay rate of our superemitters Fig. 7.3(e) shows a FLIM
measurement of the area investigated in Figs. 7.3(a-d), where we have clamped the
lifetime value of pixels holding less than 1000 events to zero. The distribution of
lifetimes exhibited by the superemitters ranges from about 1.5 to about 2 ns. An
example for the decay behavior of a typical superemitter is shown in Fig. 7.3(f). The
decay trace of the superemitter (blue diamonds) is fitted well with a single exponential
with time constant 1.7 ns. To judge the enhancement factor provided by the Au particle
acting as an optical antenna the lifetime of the superemitter has to be compared to the
lifetime of the dye molecules in absence of the antenna particle. To this end we also
collect a decay trace in a reference section of the sample where no Au particles are
present and the dye layer has been protected from the plasma etch. The decay behavior
of the bare dye molecules, shown as the open circles in Fig. 7.3(f), is fitted excellently
by a single-exponential decay with time constant 5.3 ns. We therefore conclude that
the Au nano-antenna provides a decay-rate enhancement factor of about three.

The observed enhancement is a result of the plasmonic resonance of the Au
nanoparticle [15]. To characterize the spectral matching of emitter and antenna we
analyze the emission spectrum of the superemitters, shown as the dashed line in
Fig. 7.3(g). The emission of the superemitter peaks around 620 nm and is broadened by
a shoulder to span up to about 700 nm. The fluorescence spectrum of the superemitter
closely resembles the spectrum of the incorporated dye Bodipy TR which was measured
separately for a reference (data not shown, see Reference [27]). The second photonic
building block of the superemitter besides the quantum emitters is the scattering
antenna. To characterize the spectral properties of the antenna particle we measure
the scattering spectrum of a superemitter. To this end, we illuminate the sample from
above under grazing incidence with a fiber-coupled white-light lamp. We first use the
spectrometer in imaging mode to position the superemitter in the center of the entrance
slit of the spectrometer, which is then closed as far as possible without losing the
signal. Subsequently, the grating is rotated from specular reflection to the first grating
order to obtain the scattering spectrum of the antenna particle. Conveniently, the rows
of the spectrometer CCD which are not overlapping the particle position yield the
in-situ reference of the lamp used to illuminate the sample, shown as the solid line in
Fig. 7.3(g). The black squares are the scattering spectrum of the particle obtained after
dividing the spectrum collected on the CCD rows overlapping the particle position by
the reference spectrum. The particle’s scattering spectrum shows a resonant line-shape,
peaking at about 665 nm and spanning a width of about 70 nm, while well overlapping
the dye emission spectrum.
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7.4 A ‘Drexhage experiment’ with a superemitter
We now combine the two introduced methods to modify the decay rate of a spontaneous
emitter. To this end, we raster-scan our scanning micro-mirror over a superemitter
while continuously measuring its lifetime. As a result we obtain the decay rate of
the superemitter as a function of the distance between the sample and the micro-
mirror, shown as the black squares in Fig. 7.4. The grey error-bars represent one
standard deviation as obtained from the averaging procedure performed on the lifetime
maps. There is a clear variation visible in the decay rate as a function of mirror-
sample separation. To our knowledge, the measurement in Fig. 7.4 constitutes the
first observation of the decay-rate enhancement in a hybrid photonic system with a
dynamically and reversibly tunable background LDOS. To model our experimental
system we exploit that our superemitters are strongly polarized along the optical axis
as established from Figs. 7.3(b-d). We therefore calculate the simple case of an emitter
oriented perpendicularly to the interface and located at a fixed depth of 123 nm in the
glass substrate as sketched in the inset of Fig. 7.4. The optical antenna is modeled
in a dipole model as a polarizable sphere of 100 nm diameter whose center is located
53 nm into the glass substrate. The polarizability of the antenna particle is described
in a Drude model with characteristic frequency ω0 = 3.4×1015 s−1 and damping rate
γ= 8.5×1012 s−1 to match it to the scattering spectrum in Fig. 7.3(g). Our model is fully
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Figure 7.4: Decay rate of superemitter as function of separation to micro-mirror
(black squares), where error-bars denote one standard deviation. Red line is calculated
enhancement for vertically oriented source coupled to antenna (see inset for geometry)
as a function of air-gap thickness. Calculated enhancement follows inverse of mirror
LDOS at antenna position (green dotted line). Blue dashed line shows calculated LDOS
of mirror at source position in absence of antenna particle.
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analytical, yet fully electrodynamic, taking into account the full multiple-scattering
process between the antenna and the double interface as detailed in Chapter 6.

The red solid line in Fig. 7.4 is the calculated decay-rate enhancement experienced
by the source coupled to the polarizable particle as a function of air-gap thickness. The
calculated enhancement is in excellent quantitative agreement with the measured data
for mirror-sample distances larger than ca. 280 nm. At distances smaller than 280 nm
there is good qualitative agreement between measurement and calculation while the
measured decay-rate modifications are smaller than those theoretically predicted. We
also plot the inverse LDOS of the mirror at the position of the antenna particle as a
function of mirror-sample separation as the green dotted line in Fig. 7.4. Clearly, the
enhancement calculated for the superemitter [red solid line in Fig. 7.4] closely follows
the inverse LDOS in front of the mirror [green dotted line in Fig. 7.4]. This inverse
proportionality of the superemitter enhancement factor with the background LDOS
is a result of the antenna particle being a strong scatterer practically at the unitary
limit [10, 28] as discussed in Chapter 6. Finally, to exclude that the measured variation
of decay rate is the result of the dye molecules themselves experiencing the LDOS of
the approaching mirror we also plot the background (i.e. mirror) LDOS at the position
of the source as the blue dashed line in Fig. 7.4. Clearly, the LDOS at the source
itself is incommensurable with the measured data. Figure 7.4 therefore represents
the experimental confirmation that an increased background LDOS indeed reduces
the enhancement experienced by a source coupled to a strongly scattering antenna.
Regarding the discrepancy between the calculation and the measurement for very small
mirror-sample distances in Fig. 7.4 we speculate that the finite size of our antenna
particle starts to play a role on such small length scales.

As a final demonstration of the generality of the presented technique to assemble and
probe nanophotonic systems in conjunction with a dynamically variable, much larger
photonic background system, we present measurements of superemitters composed
of fluorescing dye molecules coupled to nanowires, structures that have received
tremendous interest as sub-wavelength LDOS modifiers [18, 29–32]. We use the same
technique outlined above to co-localize fluorescing dye molecules with both Ag and
GaP nanowires. Beyond plasmonic nano-structures, high-index dielectric structures are
highly promising building blocks for nano-optical devices [24, 33]. We mechanically
removed CVD-grown GaP nanowires with nominal diameter of 100 nm from the
growth substrate and deposited them on one of our dye layers to create a superemitter
with a dielectric optical antenna. A confocal fluorescence-intensity image of such a
superemitter prepared from a GaP nanowire is shown in Fig. 7.5(a). While the width
of the wire in this image is set by the diffraction limited imaging resolution of our
setup its length is given by the physical wire length which is nominally 1 µm. The
spectrum of the emitter in Fig. 7.5(a) is shown in Fig. 7.5(b) and corresponds to the
emission spectrum of the used dye [cf. Fig. 7.3(g)]. The first moment of the decay
trace of the detected fluorescence [inset of Fig. 7.5(b)] yields a fluorescence lifetime of
2.8 ns. In other words, the GaP wire changes the LDOS experienced by the emitters
by about a factor of two. We measured the fluorescence lifetime of the superemitter
assembled with the GaP nanowire while varying its distance to our micro-mirror. The
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Figure 7.5: (a) Confocal fluorescence-intensity image of a superemitter manufactured
from a GaP NW of nominally 100 nm in diameter and 1 µm in length. (b) Fluorescence
spectrum of superemitter shown in (a), resembling the spectrum of the used dye. Inset
shows fluorescence decay trace of superemitter in (a), exhibiting a slightly non-single-
exponential decay. (c) Black squares: Decay rate as a function of distance to scanning
micro-mirror of superemitter fabricated from GaP nanowire characterized in (a) and (b).
Open circles: Decay rate as function of distance to scanning mirror of superemitter
fabricated from an Ag nanowire.

resulting data-set is plotted as the black squares in Fig. 7.5(c). We can well discriminate
several oscillations of the decay rate as a function of mirror-sample distance. Most
notably, in this case the decay rate increases when the mirror is extremely close to
sample, in contrast to our finding on the Au particle superemitter in Fig. 7.4. In a final
experiment we use an Ag nanowire as a polarizable sub-wavelength object (diameter
100 nm, BlueNano Inc.). One might expect that the Ag nanowire is oxidized during the
oxygen plasma etching step required for the superemitter fabrication. While we cannot
make any statement about the chemical composition of the entire volume or parts of
the wire, we found that Ag nanowires do act as an etch stop and we consistently found
decay-rate enhancements of about two for the superemitters composed of Ag wires.
The decay rate of the emitters co-localized with the Ag wire as a function of distance
to the mirror is shown as open circles in Fig. 7.5(c). It is most interesting to note that
the qualitative behavior of the curves of the GaP and the Ag wire resemble each other
at distances larger than 200 nm, however, they are drastically different at separations
smaller than 200 nm, where the decay rate of the Ag superemitter is further suppressed
by the approaching mirror, while the decay rate of the GaP superemitter is further
boosted by the mirror getting closer. This observed complex and counter-intuitive
behavior of the LDOS modification obtained by exposing a fluorescing source to both
a sub-wavelength nano-antenna and a tunable super-wavelength LDOS modification
acting both on the emitter and the antenna illustrates the potential of hybrid photonic
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systems for LDOS engineering.

7.5 Conclusions
In conclusion, we have coupled spontaneous emitters confined to a sub-wavelength
volume to an optical antenna of sub-wavelength size, thereby creating a superemitter
exhibiting a decay-rate enhancement factor exceeding three. We have furthermore
exposed this superemitter to a variation of the LDOS on a length scale comparable to
the wavelength by dynamically changing the distance of a metallic micro-mirror to the
superemitter. As a result, we resolved a variation of the decay rate of the superemitter
as a function of distance to the mirror. Importantly, the decay-rate enhancement
experienced by the source in the superemitter varies in proportion to the inverse of
the LDOS of the background system, as a result of the unitary limit constraining the
scattering strength of the optical antenna. Our work constitutes the first example of a
hybrid system composed of LDOS-shaping elements operating at vastly different sizes
which is continuously tunable. Furthermore, our experiment is the first demonstration of
the highly counter-intuitive behavior expected from hybrid photonic systems including
strongly scattering building blocks. The system we have been studying in this Chapter
is inherently broadband, since the resonance of the optical antenna is broad and the
mirror as an LDOS tuning device also has no characteristic resonance. It will be most
interesting to extend our study to emitters coupled to both deep-subwavelength optical
antennas and super-wavelength resonators, like microsphere or microtoroid resonators,
which can be manipulated nano-mechanically as well [34]. Furthermore, our results
shed new light on approaches to efficiently interface single emitters via optical antennas
with microresonators [35] or waveguides [36].
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Summary

Light has been intriguing humans since time immemorial. Our visual sense is fascinated
by optical effects in our environment, may it be a sun-rise, a rainbow, a gemstone or a
painting. Interestingly, the rational explanation of light provided by modern science as
an electromagnetic wave together with the notion that light is absorbed and emitted in
small energy quanta called photons has not at all turned light into a boring triviality.
On the contrary, with growing insight into the nature of light we still stand in awe when
observing the behavior of light and its interaction with matter. It is most notable that
optics, as the science of light, has both retained its aesthetic appeal, while at the same
time growing to a key technology enabling modern societies in numerous regards. We
mention optical data transfer and storage, digital image recording, and solar cells as
illustrations of the ubiquity of optical technologies in today’s modern world.

At the forefront of modern optics is the study of light-matter interaction on length
scales much smaller than the wavelength of light. Nanotechnology and advances in
material processing have enabled the controlled structuring of a variety of materials
on length scales comparable to and even significantly smaller than the wavelength of
visible light. This technological development gave rise to the field of nanophotonics
which aims at controlling the generation, the propagation and the absorption of light
on sub-wavelength scales. Spontaneous emission is a fundamental process of light
generation where a quantum mechanical system, for example a fluorescing molecule,
undergoes a transition from an excited state to an energetically lower lying state
under emission of a photon. We introduce the concept and the physical processes
underlying spontaneous emission control in Chapter 1 to provide sufficient background
information to state the scientific questions addressed in this thesis. It is well known
that the process of spontaneous emission is governed both by the properties intrinsic
to the quantum mechanical system undergoing the transition and the electromagnetic
environment of the source. Specifically, the local density of optical states is the
quantity of an electromagnetic environment that governs arguably all local optical
processes, reaching beyond spontaneous emission to scattering, absorption, thermal
emission and vacuum mediated forces. This thesis targets the question how the
spontaneous emission of a photon can be controlled by positioning the source within an
electromagnetic environment that has been deliberately structured at a sub-wavelength
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scale. In particular, we are interested in controlling when the source emits and where
the generated photon is emitted to. To this end we have constructed a microscope that
can image the local density of optical states.

In Chapter 2 we outline the technical aspects of our scanning emitter fluorescence
lifetime imaging microscope. We review the achievements of the nanophotonics
community towards imaging the local density of optical states on a sub-wavelength
scale. Furthermore, we detail the technical requirements and the according choices
regarding components and their assembly. In a nutshell, our lifetime imaging mi-
croscope is a combination of a scanning probe near field optical microscope and a
fluorescence lifetime imaging microscope. The local density of optical states is imaged
by scanning a sub-wavelength sized source of fluorescence attached to a scanning probe
with sub-wavelength positioning accuracy across a planar sample while monitoring
the fluorescence lifetime of the source. Besides outlining the working principle of
our experimental setup, Chapter 2 also illustrates the applied techniques at hand of
measurements that serve as benchmarks and references for the following Chapters. We
establish that our setup is capable of detecting the fluorescence of single photon sources
and the scanning probe provides a resolution of about a tenth of the wavelength.

The experimental setup discussed and characterized in Chapter 2 is put to work
in Chapter 3 in order to map the local density of states around noble metal nanowires
of sub-wavelength diameters. Chapter 3 is a very illustrative demonstration of the
local property of the local density of states and its impact on the spontaneous decay
of a source of spontaneous emission. By repeatedly scanning the same source of
fluorescence attached to a scanning probe across a metal nanowire we can reproducibly
enhance the rate of spontaneous emission of the source by a factor of two. Furthermore,
we show that when the source is positioned in close proximity of the wire, a significant
fraction of spontaneously emitted photons is funneled into a guided plasmonic mode of
the wire which acts as a sub-wavelength waveguide.

Having experimentally illustrated the local character of the density of optical states
in Chapter 3 the following Chapter 4 is a review of the classical electrodynamic theory
of scattering and spontaneous emission by electric dipoles. We provide a synopsis of the
theoretical tool-set applied to discuss scattering and spontaneous emission in nanopho-
tonic environments well described by an electric dipole model. To this end, we review
the coupled dipole model and put special emphasis on the repercussions of radiation
reaction governing the behavior of strong scatterers. Chapter 4 is therefore intended
to prepare the reader for the subsequent Chapters which all feature electrodynamic
calculations in the point dipole model.

In Chapter 5 we investigate the local density of optical states in the vicinity of
a plasmonic meta-molecule. This Chapter is special in this thesis in the sense that
it employs a beam of high energy electrons as a means to probe the local density of
states. The electron beam is focused to a sub-wavelength sized spot and the created
cathodoluminescence is proportional to the radiative density of states. The structures
we investigate are plasmonic heptamers, consisting of strongly scattering metallic nano-
particles arranged on the corners and the center of a hexagon. The constituent particles
of the heptamers are strongly polarizable and their mutual coupling gives rise to some
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peculiar optical properties. It is well known that the extinction spectrum of plasmonic
heptamers features a narrow transparency window in an otherwise very broad extinction
band. We find that around the spectral position of the transparency window the local
density of optical states swaps from being high on the outer six particles and low on
the central particle to being concentrated mainly on the central particle and low on the
outer ring. Our theoretical treatment of the plasmonic heptamer in the framework of
the coupled dipole model introduced in the previous Chapter 4 links the well-known
far-field extinction dip to our observation of the swap of the spatial distribution of
the local density of states. By exploiting the symmetry of the meta-molecule we
identify well-defined eigen-modes of the heptamer. In particular, we find that two
eigen-modes of the plasmonic heptamer give rise to both the near-field swap of the
density of states and the far-field extinction dip. Most importantly, by interpreting the
plasmonic heptamer as an optical antenna we establish that sub-radiant eigen-modes of
nano-antennas, that is modes with small net-dipole moment, are promising candidates
to enhance spontaneous emission of localized and well positioned sources.

While Chapter 5 was occupied with a rather complex optical antenna we turn our
attention to a simple nano-antenna in a complex background system in Chapter 6. To
this end we theoretically investigate a small but strongly polarizable optical antenna
fed by a source of spontaneous emission whose decay rate is boosted by the antenna.
We consider such a source-antenna ensemble, previously termed ‘superemitter’ by the
literature, when it is embedded in a photonic background system that modifies the local
density of optical states on a length scale comparable to the wavelength. In particular,
we are interested in the effects arising due to the spontaneous emitter being exposed to
both an optical nano-antenna, modifying the density of states on a length scale much
smaller than the wavelength and the background system with its lifetime modification
on length scales comparable to the wavelength. We identify the surprising effect that
an effective and therefore necessarily strongly scattering optical antenna is spoilt by
an increased local density of optical states offered by the background system. The
reason for the observed spoiling is given by the unitary limit of scattering theory which
strictly limits the polarizability and therefore the scattering strength of any dipolar
scatterer to the inverse of the local density of optical states at the scatterer position. As
a consequence, the decay rate enhancement offered by a strongly scattering optical
antenna will be reduced by an increased density of states of the embedding system.

In the final Chapter 7 of this thesis we experimentally test the theoretical predictions
of Chapter 6. To this end we fabricate superemitters by co-localizing fluorescing dye
molecules with strongly scattering gold nano-particles acting as optical antennas,
effectively increasing the decay rate of the dye molecules. As a much larger photonic
background system we employ a metallic mirror, modifying the local density of
states in its vicinity on a scale comparable to the wavelength. The metallic mirror
is manufactured by evaporating a silver layer onto a spherical bead of several ten
micrometers in diameter, which is in turn attached to the scanning probe of our near
field microscope detailed in Chapter 2. Therefore, we are able to position the mirror
with sub-wavelength precision with respect to the superemitter which is located on
a substrate, while measuring the lifetime of the source coupled to the antenna. We
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indeed find that the decay rate enhancement provided by the optical antenna is inversely
proportional to the local density of optical states provided by the mirror. Therefore,
Chapter 7 experimentally proves the theoretical predictions of the preceding Chapter 6.
Besides the demonstration of a hybrid photonic system with dynamically tunable local
density of optical states the final Chapter 7 also clearly illustrates the promises of
hybrid photonic systems offering versatile and often counter-intuitive opportunities
regarding the engineering of the local density of optical states.
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Samenvatting

Licht heeft mensen sinds het begin der tijden geboeid. We zijn gefascineerd door
optische effecten in onze omgeving, of het nu een zonsopgang, een regenboog, een
diamant of een schilderij is. De rationele verklaring van licht door de moderne
natuurwetenschap als een elektromagnetische golf, in combinatie met het inzicht
dat licht in kleine energie quanta, ofwel fotonen, uitgezonden en geabsorbeerd wordt,
heeft licht helemaal niet in een saaie trivialiteit veranderd. Juist het tegenoverstelde is
het geval: ons groeiend inzicht in de eigenschappen van licht en haar interactie met
materie leidt steeds tot nieuwe fascinerende inzichten. Het is verrassend dat de optica,
de wetenschap van licht, zowel zijn esthetische aantrekkelijkheid heeft behouden, als
dat het een technologie van vitale belang is geworden die de moderne maatschappij
op verschillende manieren mogelijk maakt. Denk hierbij aan optische data transfer en
opslag, digitale beeldvorming en zonnecellen als voorbeelden van de aanwezigheid van
optische technologie overal in de moderne wereld.

Aan de frontlinie van de moderne optica staat de studie van interacties tussen licht
en materie op lengteschalen veel kleiner dan de golflengte van licht. Nanotechnologie
en ontwikkelingen in de materiaalwetenschappen hebben het mogelijk gemaakt om
verschillende materialen op lengteschalen vergelijkbaar en zelfs veel kleiner dan de
golflengte van zichtbaar licht te structureren, waardoor de discipline nano-optica is
ontstaan. Deze discipline beoogt het uitstralen, de voortplanting, en het absorberen van
licht door materie op subgolflengte schalen te controleren. Spontane emissie is een van
de fundamentele processen waarbij licht ontstaat. Een quantum mechanisch systeem,
bijvoorbeeld een fluorescerend molecuul, maakt een transitie van een aangeslagen,
dus hoog energetische, toestand naar een energetisch lagere toestand door de emissie
van een foton. We introduceren het concept en het natuurkundige proces die ten
grondslag liggen aan spontane emissie in hoofdstuk 1, als achtergrondinformatie voor
de wetenschappelijke vragen die in dit proefschrift besproken worden. Het is bekend
dat het proces van spontane emissie bepaald wordt door zowel de eigenschappen van
het quantummechanische systeem dat de transitie ondergaat, als door de elektromag-
netische omgeving van de bron. Meer specifiek is de lokale dichtheid van optische
toestanden de eigenschap van een elektromagnetisch omgeving die fundamenteel
ten grondslag ligt aan tal van optische processen. Naast spontane emissie zijn dit
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onder meer ook verstrooiing, absorptie, thermische emissie en vacuüm krachten. Dit
proefschrift gaat over de vraag hoe de spontane emissie van een foton gecontroleerd
kan worden door de bron in een elektromagnetische omgeving, die opzettelijk op
een subgolflengte schaal gestructureerd is, te plaatsen. In het bijzonder zijn we erin
geïnteresseerd te controleren wanneer de bron emitteert en waar het gegenereerde foton
naartoe gaat. Daarvoor hebben we een microscoop gebouwd, die een afbeelding van de
lokale dichtheid van optische toestanden kan vormen.

In hoofdstuk 2 geven we een overzicht van de technische aspecten van onze
‘scanning emitter fluorescence lifetime imaging microscope’. We vatten samen wat
al in het veld van nanofotonica bereikt was om de lokale toestandsdichtheid op
een subgolflengte schaal af te beelden. Verder bediscussiëren we de technische
voorwaarden, de keuzes die we hebben gemaakt en combinaties van apparatuur die zijn
gebruikt. Kort gezegd is onze ‘lifetime imaging microscope’ een combinatie van een
‘scanning probe near field optical microscope’ en een ‘fluorescence lifetime imaging
microscope’. Een afbeelding van de lokale dichtheid van optische toestanden ontstaat
door met een fluorescente bron, die kleiner is dan de golflengte en aan een scherpe
glazen naald is geplakt, het oppervlak van een monster af te tasten met subgolflengte
resolutie. Op hetzelfde moment wordt de levensduur van de bron gemeten. Naast het
werkprincipe van onze microscoop, illustreert hoofdstuk 2 ook de gebruikte technieken
met metingen die als referentie voor de volgende hoofdstukken dienen. We laten zien
dat onze opstelling in staat is om de fluorescentie van bronnen van enkele fotonen
te detecteren en dat de ‘scanning probe’ een subgolflengte resolutie tot ongeveer een
tiende van de golflengte mogelijk maakt.

De experimentele opstelling die we in hoofdstuk 2 introduceren en karakteriseren,
wordt in hoofdstuk 3 gebruikt om de lokale toestandsdichtheid rond edelmetalen
nanodraden met subgolflengte diameters af te beelden. Hoofdstuk 3 is een illustratie
van het lokale karakter van de dichtheid van toestanden en de invloed hiervan op een
bron van spontane emissie. Door dezelfde, aan een scanning tip geplakte bron van
fluorescentie herhaaldelijk over een metalen nanodraad te scannen, zijn we in staat
om het proces van spontane emissie reproduceerbaar tot een factor twee te versnellen.
Verder laten we zien, dat als de bron zich dicht bij het draadje bevindt, een significant
deel van de spontaan geëmitteerde fotonen in een gebonden plasmonische toestand
van de draad wordt geëmitteerd, omdat de draad als golfgeleider werkt. Nadat we
het lokale karakter van de lokale toestandsdichtheid in hoofdstuk 3 hebben laten
zien, is het volgende hoofdstuk 4 een overzicht van de klassieke elektrodynamische
theorie van verstrooiing en spontane emissie door elektrische dipolen. We geven een
synopsis van de theoretische hulpmiddelen die gebruikt worden bij het discussiëren van
verstrooiing en spontane emissie in nanofotonische omgevingen, die door een dipool-
benadering goed beschreven kunnen worden. Hiervoor geven we een samenvatting van
het model van gekoppelde dipolen en leggen in het bijzonder nadruk op de gevolgen
van stralingsdemping, die het gedrag van sterke verstrooiers domineert. Hoofdstuk 4 is
dus bedoeld om de lezer voor te bereiden op de volgende hoofdstukken, die allemaal
elektrodynamische berekeningen met het punt-dipool-model gebruiken.

In hoofdstuk 5 onderzoeken we de lokale dichtheid van toestanden in de omgeving
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van een plasmonisch meta-molecuul. Dit hoofdstuk is bijzonder in dit proefschrift,
omdat hier een bundel van hoogenergetische elektronen gebruikt wordt als manier
om de lokale toestandsdichtheid te meten. De elektronenbundel is op een punt van
subgolflengte grootte gefocust en de ontstane kathodoluminescentie is evenredig
met de dichtheid van stralende toestanden. De structuren die we onderzoeken zijn
plasmonische heptameren, die uit sterk verstrooiende metalen nano-deeltjes bestaan,
die op de hoeken en in het centrum van een zeshoek geplaatst zijn. De deeltjes waar het
heptameer van gemaakt is zijn zeer polariseerbaar en hun onderlinge koppeling leidt
tot bepaalde verrassende eigenschappen. Het is welbekend dat het extinctiespectrum
van plasmonische heptameren een smalle transparante band heeft binnen een verder
brede extinctieband. We vinden dat rond de spectrale positie van de transparantie de
ruimtelijke verdeling van de lokale toestandsdichtheid plotseling opvallend verschuift.
Het maximum in de toestandsdichtheid springt namelijk ineens van de buitenring
van deeltjes (golflengte aan de blauwe kant van de transparantie) naar het centrale
deeltje (golflengte aan de rode kant van de transparantie). Onze theoretische discussie
van het plasmonische heptameer in het gekoppelde dipool model uit het voorgaande
hoofstuk 4, slaat de brug tussen de welbekende dip in de extinctie en onze observatie
van de verplaatsing van de ruimtelijke verdeling van de lokale dichtheid van toestan-
den. Door de symmetrie van het meta-molecuul te gebruiken, identificeren we goed
gedefinieërde eigentoestanden van het heptameer. In het bijzonder vinden we dat twee
eigentoestanden van het plasmonische heptameer verantwoordelijk zijn voor zowel de
verplaatsing van de toestandsdichtheid in het nabije veld, als de extinctie dip in het
verre veld. Het belangrijkste is, dat door het plasmonische heptameer als een optische
antenne te interpreteren, we kunnen laten zien dat de sub-radiante eigentoestanden van
nano-antennes—dat zijn toestanden met kleine netto dipool momenten—veelbelovende
kandidaten zijn om spontane emissie van gelokaliseerde en goed gepositioneerde
bronnen te versnellen.

Terwijl hoofdstuk 5 over een relatief complexe antenne ging, richten we onze
aandacht in hoofdstuk 6 op een eenvoudige antenne in een complexe achtergrond. We
onderzoeken theoretisch een kleine, maar sterk polariseerbare, optische antenne die
door een bron van spontane emissie wordt gedreven en waarvan de vervaltijd wordt
versneld door de antenne. We bekijken zo’n bron-antenne ensemble, eerder in de
literatuur ’superemitter’ genoemd, wanneer hij zich in een fotonische achtergrond
bevindt, die de lokale dichtheid van toestanden op een lengteschaal vergelijkbaar
met de golflengte modificeert. In het bijzonder zijn we geïnteresseerd in de effec-
ten die ontstaan doordat de spontane emitter zowel de antenne voelt, die de lokale
toestandsdichtheid op een lengteschaal veel kleiner dan de golflengte verandert, als
de achtergrond, die de levensduur op een schaal vergelijkbaar met de golflengte
beïnvloedt. We identificeren het verrassende effect dat een effectieve en daarom
noodzakelijk sterk verstrooiende optische antenne door een achtergrond met hogere
dichtheid van toestanden minder effectief wordt. De reden voor deze verslechtering is
de ‘unitary limit’ van verstrooiingstheorie, die de polariseerbaarheid en dus de sterkte
van verstrooiing van elke dipool verstrooier bepaalt: de polariseerbaarheid kan nooit
groter zijn dan de inverse van de lokale dichtheid van toestanden in de positie van de
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verstrooier. Als gevolg gaat de versnelling van de vervaltijd van een bron die door een
antenne is gegeven omlaag in een achtergrond met verhoogde toestandsdichtheid.

In het laatste hoofdstuk 7 testen we de theoretische voorspellingen van hoofdstuk 6
met een experiment. Hiervoor maken we superemitters door een fabricagemethode
waarbij sterk verstrooiende gouden nano-deeltjes naast fluorescerende moleculen
geplaatst worden. De gouddeeltjes werken als optische antennes, die de vervaltijd van
de moleculen effectief versnellen. Als veel grotere fotonische achtergrond gebruiken
we een metalen spiegel, die de lokale dichtheid van toestanden in zijn omgeving op
een lengteschaal vergelijkbaar met de golflengte verandert. De metalen spiegel is
gemaakt door een zilverfilm op een ronde bol met een diameter van enkele tientallen
micrometers te dampen. De bol is vervolgens aan de ‘scanning probe’ van onze nabije
veld microscoop vast gemaakt, die in hoofdstuk 2 beschreven is. Op deze manier
zijn we in staat de spiegel met subgolflengte nauwkeurigheid ten opzichte van de
superemitter te plaatsen, die zich op een substraat bevindt. Tegelijkertijd meten we de
levensduur van de moleculen, die aan de antenne gekoppeld zijn. We vinden inderdaad
dat de levensduurversnelling door de optische antenne omgekeerd evenredig is met de
lokale toestandsdichtheid van de spiegel. Daarmee bewijst hoofdstuk 7 experimenteel
de theoretische voorspellingen van hoofdstuk 6. Bovendien biedt de demonstratie van
een hybride fotonisch systeem met dynamisch veranderende dichtheid van optische
toestanden vele en vaak tegen-intuïtieve mogelijkheden om de lokale dichtheid van
toestanden vorm te geven.
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